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Education for All

From the Director’'s Desk

The Directorate of Distance & Continuing Education, originally established as the University Evening
College way back in 1962 has travelled a long way in the last 56 years. ‘EDUCATION FOR ALL’ is our motto.
Increasingly the Open and Distance Learning institutions are aspiring to provide education for anyone, anytime
and anywhere. DDCE, Utkal University has been constantly striving to rise up to the challenges of Open Distance
Learning system. Nearly one lakh students have passed through the portals of this great temple of learning. We
may not have numerous great tales of outstanding academic achievements but we have great tales of success in life,
of recovering lost opportunities, tremendous satisfaction in life, turning points in career and those who feel that
without us they would not be where they are today. There are also flashes when our students figure in best ten in
their honours subjects. Our students must be free from despair and negative attitude. They must be enthusiastic,
full of energy and confident of their future. To meet the needs of quality enhancement and to address the quality
concerns of our stake holders over the years, we are switching over to self instructional material printed
courseware. We are sure that students would go beyond the course ware provided by us. We are aware that most of
you are working and have also family responsibility. Please remember that only a busy person has time for
everything and a lazy person has none. We are sure, that you will be able to chalk out a well planned programme
to study the courseware. By choosing to pursue a course in distance mode, you have made a commitment for self
improvement and acquiring higher educational qualification. You should rise up to your commitment. Every
student must go beyond the standard books and self instructional course material. You should read number of
books and use ICT learning resources like the internet, television and radio programmes etc. As only limited
number of classes will be held, a student should come to the personal contact programme well prepared. The PCP
should be used for clarification of doubt and counseling. This can only happen if you read the course material
before PCP. You can always mail your feedback on the course ware to us. It is very important that one should
discuss the contents of the course materials with other fellow learners.

We wish you happy reading.

DIRECTOR
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THE ECONOMETRIC APPROACH

Lesson

Objectives

The objectives of this lesson are to:

The Econometric Approach

Meaning and objectives of Econometrics

The sources of hypothesis used in Econometrics

The raw materials of econometrics

Time series and Cross section data: the problem of their pooling together
Elements of Statistical inferences

Point and interval estimation- estimator and its properties, Method of

Maximum Likelihood, interval Estimation- confidence interval

Test of Hypothesis - Simple and composite hypothesis, two types of errors, Neyman
Pearson Lemma, Power Function of a test, Likelihood ratio, Test Exact Sampling

Distributions, Z-statistics, Chi-square, t-statistics and F-statistics

Structure:
1.1  Introduction
1.2 The Econometric Approaches or Methods
1.3 Meaning of Econometrics
1.4  Objectives of Econometrics
1.5 The Sources of Hypothesis used in Econometrics
1.6 The Raw Materials of Econometrics
1.7 Time series and Cross section data: the problem of their pooling together.
1.8  Elements of Statistical Inferences
1.9  Point and Interval Estimation - estimator and its properties
1.10 Method of Maximum Likelihood, interval Estimation- confidence interval
1.11  Test of Hypothesis
1.12  Types of Statistical Hypotheses
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Notes 1.13  Steps in Hypothesis Tests
1.14  Simple and Composite Hypothesis
1.15 Two types of errors
1.16 Neyman Pearson Lemma
1.17  Power Function of a test
1.18  Likelihood Ratio
1.19  Test Exact
1.20  Sampling Distributions
1.21  Z-Statistics
1.22  Chi-square
1.23  T-statistics
1.24  F-statistics
1.25  Summary

1.36  Self Assessment Questions



The Econometric Approach

1.1 INTRODUCTION

Econometrics is the analysis and testing of economic theories to verify hypotheses and
improve prediction of financial trends. Econometrics takes mathematical and statistical models
proposed in economic theory and tests them. First, models are tested against statistical
trials, followed by testing against real-world examples to support or disprove hypotheses.
Econometrics uses an important statistical method called regression analysis, which assesses
the connection among variables. Economists use the regression method since they cannot
usually carry out controlled experiments, choosing to instead gather information from natural
experiments.

It is an integration of economics, mathematical economics and statistics with an objective
to provide numerical values to the parameters of economic relationships. The relationships
of economic theories are usually expressed in mathematical forms and combined with
empirical economics. The econometrics methods are used to obtain the values of parameters
which are essentially the coefficients of mathematical form of the economic relationships.
The statistical methods which help in explaining the economic phenomenon are adapted as
econometric methods. The econometric relationships depict the random behaviour of
economic relationships which are generally not considered in economics and mathematical
formulations.

It may be pointed out that the econometric methods can be used in other areas like
engineering sciences, biological sciences, medical sciences, geosciences, agricultural sciences
etc. In simple words, whenever there is a need of finding the stochastic relationship in
mathematical format, the econometric methods and tools help. The econometric tools are
helpful in explaining the relationships among variables.

1.2 THE ECONOMETRICAPPROACHES OR METHODS

The Econometric Approaches that make use of statistical tools and economic theories
in combination to estimate the economic variables and to forecast the intended variables.
Various approaches of econometrics are:

1. Regression Approach

The regression approach is the most common method used to forecast the demand for
a product. This method combines the economic theory with statistical tools of estimation.
The economic theory is applied to specify the demand determinants and the nature of the
relationship between product’s demand and its determinants. Thus, through an economic
theory, a general form of a demand function is determined. The statistical techniques are
applied to estimate the values of parameters in the projected equation.

Under the regression method, the first and the foremost thing is to determine the
demand function. While specifying the demand functions for several commodities, one may
come across many commodities whose demand depends by or large, on a single independent
variable. For example, suppose in a city, the demand for items like tea and coffee is found
to depend largely on the population of the city, then the demand functions of these items are
said to be single-variable demand functions.

On the other hand, if it is found out that the demand for commodities like sweets, ice-
creams, fruits, vegetables, etc., depends on a number of variables like commodity’s own
price, the price of substitute goods, household incomes, population, etc. Then such demand
functions are called as multi-variable demand functions.

Notes
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Thus, for a single variable demand function, the simple regression equation is used
while for multiple variable functions, a multi-variable equation is used for estimating the
demand for a product.

Regression analysis is a form of predictive modelling technique which investigates the
relationship between a dependent (target) and independent variable (s) (predictor). This
technique is used for forecasting, time series modelling and finding the causal effect
relationship between the variables. For example, relationship between rash driving and number
of road accidents by a driver is best studied through regression.

Regression analysis is an important tool for modelling and analyzing data. Here, we fit
acurve/ line to the data points, in such a manner that the differences between the distances
of data points from the curve or line is minimized.

2. Simultaneous Equations Approach

Under simultaneous equation model, demand forecasting involves the estimation of
several simultaneous equations. These equations are often the behavioral equations, market-
clearing equations, and mathematical identities.

The regression technique is based on the assumption of one-way causation, which
means independent variables cause variations in the dependent variables, and not vice-
versa. In simple terms, the independent variable is in no way affected by the dependent
variable. For example, D = a — bP, which shows that price affects demand, but demand
does not affect the price, which is an unrealistic assumption.

On the contrary, the simultaneous equations model enables a forecaster to study the
simultaneous interaction between the dependent and independent variables. Thus,
simultaneous equation model is a systematic and complete approach to forecasting. This
method employs several mathematical and statistical tools of estimation.

The econometric methods are most widely used in forecasting the demand for a product,
for a group of products and the economy as a whole. The forecast made through these
methods is more reliable than the other forecasting methods.

1.3 MEANING OF ECONOMETRICS

Econometrics is the quantitative application of statistical and mathematical models
using data to develop theories or test existing hypotheses in economics, and for forecasting
future trends from historical data. It subjects real-world data to statistical trials and then
compares and contrasts the results against the theory or theories being tested. Depending
on if you are interested in testing an existing theory or using existing data to develop a new
hypothesis based on those observations, econometrics can be subdivided into two major
categories: theoretical and applied. Those who routinely engage in this practice are commonly
known as econometricians.

1.4 OBJECTIVES OF ECONOMETRICS

The three main objectives of econometrics are as follows:

1. Formulation and specification of econometric models: The economic models
are formulated in an empirically testable form. Several econometric models can
be derived from an economic model. Such models differ due to different choice of
functional form, specification of stochastic structure of the variables etc.
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2. Estimation and testing of models: The models are estimated on the basis of
observed set of data and are tested for their suitability. This is the part of statistical
inference of the modeling. Various estimation procedures are used to know the
numerical values of the unknown parameters of the model. Based on various
formulations of statistical models, a suitable and appropriate model is selected.

3. Useof'models: The obtained models are used for forecasting and policy formulation
which is an essential part in any policy decision. Such forecasts help the policy
makers to judge the goodness of fitted model and take necessary measures in
order to re-adjust the relevant economic variables.

Econometrics and Statistics

Econometrics differs both from mathematical statistics and economic statistics. In
economic statistics, the empirical data is collected recorded, tabulated and used in describing
the pattern in their development over time. The economic statistics is a descriptive aspect
of economics. It does not provide either the explanations of the development of various
variables or measurement of the parameters of the relationships.

Statistical methods describe the methods of measurement which are developed on the
basis of controlled experiments. Such methods may not be suitable for economic phenomenon
as they don’t fit in the framework of controlled experiments. For example, in real world
experiments, the variables usually change continuously and simultaneously and so the setup
of controlled experiments is not suitable.

Econometrics uses statistical methods after adapting them to the problems of economic
life. These adopted statistical methods are usually termed as econometric methods. Such
methods are adjusted so that they become appropriate for the measurement of stochastic
relationships. These adjustments basically attempts to specify attempts to the stochastic
element which operate in real world data and enters into the determination of observed
data. This enables the data to be called as random sample which is needed for the application
of statistical tools.

The theoretical econometrics includes the development of appropriate methods for the
measurement of economic relationships which are not meant for controlled experiments
conducted inside the laboratories.

The econometric methods are generally developed for the analysis of non-experimental
data.

The applied econometrics includes the application of econometric methods to specific
branches of econometric theory and problems like demand, supply, production, investment,
consumption etc. The applied econometrics involves the application of the tools of econometric
theory for the analysis of economic phenomenon and forecasting the economic behaviour.

Applications of Econometrics

Econometrics can be used in various areas which are as follows:

1. Forecasting macroeconomic indicators

Some macroeconomists are concerned with the expected effects of monetary and
fiscal policy on the aggregate performance of the economy. Time-series models can be
used to make predictions about these economic indicators.

Notes
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2. Estimating the impact of immigration on native workers

Immigration increases the supply of workers, so standard economic theory predicts
that equilibrium wages will decrease for all workers. However, since immigration can also
have positive demand effects, econometric estimates are necessary to determine the net
impact of immigration in the labor market.

3. Identifying the factors that affect a firm’s entry and exit into a market

The microeconomic field of industrial organization, among many issues of interest, is
concerned with firm concentration and market power. Theory suggests that many factors,
including existing profit levels, fixed costs associated with entry/exit, and government
regulations can influence market structure. Econometric estimation helps determine which
factors are the most important for firm entry and exit.

4. Determining the influence of minimum-wage laws on employment levels

The minimum wage is an example of a price floor, so higher minimum wages are
supposed to create a surplus of labor (higher levels of unemployment). However, the impact
of price floors like the minimum wage depends on the shapes of the demand and supply
curves. Therefore, labor economists use econometric techniques to estimate the actual
effect of such policies.

5. Finding the relationship between management techniques and worker productivity

The use of high-performance work practices (such as worker autonomy, flexible work
schedules and other policies designed to keep workers happy) has become more popular
among managers. At some point, however, the cost of implementing these policies can
exceed the productivity benefits. Econometric models can be used to determine which
policies lead to the highest returns and improve managerial efficiency.

6. Measuring the association between insurance coverage and individual health
outcomes

One of the arguments for increasing the availability (and affordability) of medical
insurance coverage is that it should improve health outcomes and reduce overall medical
expenditures. Health economists may use econometric models with aggregate data (from
countries) on medical coverage rates and health outcomes or use individual-level data with
qualitative measures of insurance coverage and health status.

7. Deriving the effect of dividend announcements on stock market prices and investor
behavior

Dividends represent the distribution of company profits to its shareholders. Sometimes
the announcement of a dividend payment can be viewed as good news when shareholders
seek investment income, but sometimes they can be viewed as bad news when shareholders
prefer reinvestment of firm profits through retained earnings. The net effect of dividend
announcements can be estimated using econometric models and data of investor behavior.

8. Predicting revenue increases in response to a marketing campaign

The field of marketing has become increasingly dependent on empirical methods. A
marketing or sales manager may want to determine the relationship between marketing
efforts and sales. How much additional revenue is generated from an additional dollar spent
on advertising? Which type of advertising (radio, TV, newspaper, and so on) yields the
largest impact on sales? These types of questions can be addressed with econometric
techniques.
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9. Calculating the impact of a firm’s tax credits on R&D expenditure

Tax credits for research and development (R&D) are designed to provide an incentive
for firms to engage in activities related to product innovation and quality improvement.
Econometric estimates can be used to determine how changes in the tax credits influence
R&D expenditure and how distributional effects may produce tax-credit effects that vary
by firm size.

10. Estimating the impact of cap-and-trade policies on pollution levels

Environmental economists have discovered that combining legal limits on emissions
with the creation of a market that allows firms to purchase the “right to pollute” can reduce
overall pollution levels. Econometric models can be used to determine the most efficient
combination of state regulations, pollution permits, and taxes to improve environmental
conditions and minimize the impact on firms.

1.5 THE SOURCES OF HYPOTHESIS USED IN ECONOMETRICS

A hypothesis (plural hypotheses) is a proposed explanation for a phenomenon. For a
hypothesis to be a scientific hypothesis, the scientific method requires that one can test it.
Scientists generally base scientific hypotheses on previous observations that cannot
satisfactorily be explained with the available scientific theories. Even though the words
"hypothesis" and "theory" are often used synonymously, a scientific hypothesis is not the
same as a scientific theory. A working hypothesis is a provisionally accepted hypothesis
proposed for further research, in a process beginning with an educated guess or thought.

In its ancient usage, hypothesis referred to a summary of the plot of a classical drama.
The English word hypothesis comes from the ancient Greek word hypothesis, meaning "to
put under" or "to suppose".

In Plato's Meno, Socrates dissects virtue with a method used by mathematicians, that
of "investigating from a hypothesis." In this sense, 'hypothesis' refers to a clever idea or to
a convenient mathematical approach that simplifies cumbersome calculations. Cardinal
Bellarmine gave a famous example of this usage in the warning issued to Galileo in the early
17th century: that he must not treat the motion of the Earth as a reality, but merely as a
hypothesis.

In common usage in the 21st century, a hypothesis refers to a provisional idea whose
merit requires evaluation. For proper evaluation, the framer of a hypothesis needs to define
specifics in operational terms. A hypothesis requires more work by the researcher in order
to either confirm or disprove it. In due course, a confirmed hypothesis may become part of
a theory or occasionally may grow to become a theory itself. Normally, scientific hypotheses
have the form of a mathematical model. Sometimes, but not always, one can also formulate
them as existential statements, stating that some particular instance of the phenomenon
under examination has some characteristic and causal explanations, which have the general
form of universal statements, stating that every instance of the phenomenon has a particular
characteristic.

In entrepreneurial science, a hypothesis is used to formulate provisional ideas within a
business setting. The formulated hypothesis is then evaluated where either the hypothesis is
proven to be "true" or "false" through a verifiability or falsifiability-oriented experiment.

Any useful hypothesis will enable predictions by reasoning (including deductive
reasoning). It might predict the outcome of an experiment in a laboratory setting or the

Notes
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observation of a phenomenon in nature. The prediction may also invoke statistics and only
talk about probabilities. Karl Popper, following others, has argued that a hypothesis must be
falsifiable, and that one cannot regard a proposition or theory as scientific if it does not
admit the possibility of being shown false. Other philosophers of science have rejected the
criterion of falsifiability or supplemented it with other criteria, such as verifiability (e.g.,
verifications) or coherence (e.g., confirmation holism). The scientific method involves
experimentation, to test the ability of some hypothesis to adequately answer the question
under investigation. In contrast, unfettered observation is not as likely to raise unexplained
issues or open questions in science, as would the formulation of a crucial experiment to test
the hypothesis. A thought experiment might also be used to test the hypothesis as well.

In framing a hypothesis, the investigator must not currently know the outcome of a test
or that it remains reasonably under continuing investigation. Only in such cases does the
experiment, test or study potentially increase the probability of showing the truth of a
hypothesis. If the researcher already knows the outcome, it counts as a "consequence" and
the researcher should have already considered this while formulating the hypothesis. If one
cannot assess the predictions by observation or by experience, the hypothesis needs to be
tested by others providing observations. For example, a new technology or theory might
make the necessary experiments feasible.

There are diverse sources of hypothesis in research. First, an explorative research
work might lead to the establishment of hypothesis. Second, the environment is a source of
hypothesis, because environment portrays broad relationship across factors which form the
basis for drawing an inference. Third, analogies are a source of hypothesis. The term
analogies refer to parallelism. Though human system and animal system are different, there
is some parallelism. That is why medicines are tried first on rats or monkeys then used for
human consumption. So, hypothesis on animal behavior can be done based on proven behavior
of human and vice versa. Similarly, between thermodynamics and group dynamics, biological
system and social system, nervous system and central processing unit of a computer,
parallelism can be thought of and spring hypotheses therefrom. Fourth, previous research
studies are a great source of hypotheses. That is why review of literature is made. Fifth,
assumptions of certain theories become a source of hypothesis in research. Similarly,
exceptions to certain theory are ground for new hypotheses. Sixth, personal experiences
and experiences of others are another source of hypotheses. Everyone encounters numerous
experiences in day to day life in relation to one’s avocation. From these glimpses of
hypothetical relations between events, variables, etc. emanate. These are, therefore, bases
for establishment of possible hypotheses. Seventh, social, physical and other theories and
laws provide for hypotheses. Newton’s laws of motion might be a source of hypotheses, in
social science, say behavior and reward and the like. Finally, for the research mind, the
whole universe is a source of hypotheses. The searching mind fathoms out new hypotheses
from seemingly events of insignificance.

1. General Culture in which a Science Develops

A cultural pattern influences the thinking process of the people and the hypothesis may
be formulated to test one or more of these ideas. Cultural values serve to direct research
interests. The function of culture has been responsible for developing today’s science to a
great dimension. In the words of Goode and Hatt, “to say that the hypotheses are the
product of the cultural values does not make them scientifically less important than others,
but it does at least indicate that attention has been called to them by the culture itself.
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For example, in the Western society race is thought to be an important determinant of
human behaviour. Such a proposition can be used to formulate a hypothesis. We may also
cite metaphysical bias and metaphysical ideas of Indian culture to have been responsible for
the formulation of certain types of hypotheses. It implies that cultural elements of common
cultural pattern may form a source of the formulation of hypotheses.

2. Scientific Theory

A major source of hypothesis is theory. A theory binds a large body of facts by positing
a consistent and lawful relationship among a set of general concepts representing those
facts. Further generalizations are formed on the basis of the knowledge of theory. Corollaries
are drawn from the theories.

These generalizations or corollaries constitute a part of hypothesis. Since theories deal
with abstractions which cannot be directly observed and can only remain in the thought
process, a scientific hypothesis which is concerned with observable facts and observable
relationship between facts can only be used for the purpose of selecting some of the facts
as concrete instances of the concepts and for making a tentative statement about the
existence of a relation among the selected facts with the purpose of subjecting the relation
to an empirical test.”

A hypothesis emerges as a deduction from theory. Hence, hypotheses become “working
instruments of theory” Every worthwhile theory provides for the formulation of additional
hypothesis. “The hypothesis is the backbone of all scientific theory construction; without it,
confirmation or rejection of theories would be impossible.”

The hypotheses when tested are “either proved or disproved and in turn constitute
further tests of the original theory.” Thus the hypothetical type of verbal proposition forms
the link between the empirical propositions or facts and the theories. The validity of a theory
can be examined only by means of scientific predictions or experimental hypothesis.

3. Analogies

Observation of a similarity between two phenomena may be a source of formation of
a hypothesis aimed at testing similarity in any other respect. Julian Huxley has pointed out
that “casual observation in nature or in the framework of another science may be a fertile
source of hypothesis. The success of a system in one discipline can be used in other discipline
also. The theory of ecology is based on the observation of certain plants in certain geographical
conditions. As such, it remains in the domain of Botany. On the basis of that the hypothesis
of human ecology could be conceived.

Hypothesis of social physics is also based on analogy. “When the hypothesis was born
out by social observation, the same term was taken into sociology. It has become an important
idea in sociological theory”. Although analogy is not always considered, at the time of
formulation of hypothesis; it is generally satisfactory when it has some structural analogies
to other well established theories. For the systematic simplicity of our knowledge, the analogy
of a hypothesis becomes inversely helpful. Formulation of an analogous hypothesis is
construed as an achievement because by doing so its interpretation is made easy.

4. Consequences of Personal, Idiosyncratic Experience as the Sources of
Hypothesis

Not only culture, scientific theory and analogies provide the sources of hypothesis, but
also the way in which the individual reacts to each of these is also a factor in the statement

Notes
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of hypotheses. Certain facts are present, but every one of us is not able to observe them
and formulate a hypothesis.

Referring to Fleming’s discovery of penicillin, Backrach has maintained that such
discovery is possible only when the scientist is prepared to be impressed by the ‘unusual’.
An unusual event struck Fleming when he noted that the dish containing bacteria had a
green mould and the bacteria were dead. Usually he would have washed the dish and have
attempted once again to culture the bacteria.

But normally, he was moved to bring the live bacteria in close contact with the green
mould, resulting in the discovery of penicillin. The example of Sir Issac Newton, the discoverer
of the theory of Gravitation, is another glaring example of this type of ‘personal experience’.
Although prior to Newton’s observation, several persons had witnessed the falling of the
apple, he was the right man to formulate the theory of gravitation on the basis of this
phenomenon.

Thus, emergence of a hypothesis is a creative manner. To quote Mc Guigan, “to
formulate a useful and valuable hypothesis, a scientist needs first sufficient experience in
that area, and second the quality of the genius.” In the field of social sciences, an illustration
of individual perspective may be visualized in Veblen’s work. Thorstein Veblen’s own
community background was replete with negative experiences concerning the functioning
of economy and he was a ‘marginal man’, capable of looking at the capitalist system
objectively.

Thus, he could be able to attack the fundamental concepts and postulates of classical
economics and in real terms Veblen could experience differently to bear upon the economic
world, resulting in the making of a penetrating analysis of our society. Such an excellent
contribution of Veblen has, no doubt, influenced social science since those days.

Hypotheses, Concepts and Measurement

Concepts in Hempel's deductive-nomological model play a key role in the development
and testing of hypotheses. Most formal hypotheses connect concepts by specifying the
expected relationships between propositions. When a set of hypotheses are grouped together
they become a type of conceptual framework. When a conceptual framework is complex
and incorporates causality or explanation it is generally referred to as a theory. According to
noted philosopher of science Carl Gustav Hempel "An adequate empirical interpretation
turns a theoretical system into a testable theory: The hypotheses whose constituent terms
have been interpreted become capable of test by reference to observable phenomena.
Frequently the interpreted hypothesis will be derivative hypotheses of the theory; but their
confirmation or disconfirmation by empirical data will then immediately strengthen or weaken
also the primitive hypotheses from which they were derived."

Hempel provides a useful metaphor that describes the relationship between a conceptual
framework and the framework as it is observed and perhaps tested (interpreted framework).
"The whole system floats, as it were, above the plane of observation and is anchored to it by
rules of interpretation. These might be viewed as strings which are not part of the network
but link certain points of the latter with specific places in the plane of observation. By virtue
of those interpretative connections, the network can function as a scientific theory."
Hypotheses with concepts anchored in the plane of observation are ready to be tested. In
"actual scientific practice the process of framing a theoretical structure and of interpreting
it are not always sharply separated, since the intended interpretation usually guides the
construction of the theoretician." It is, however, "possible and indeed desirable, for the
purposes of logical clarification, to separate the two steps conceptually.
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Statistical Hypothesis Testing

When a possible correlation or similar relation between phenomena is investigated,
such as whether a proposed remedy is effective in treating a disease, the hypothesis that a
relation exists cannot be examined the same way one might examine a proposed new law
of nature. In such an investigation, if the tested remedy shows no effect in a few cases,
these do not necessarily falsify the hypothesis. Instead, statistical tests are used to determine
how likely it is that the overall effect would be observed if the hypothesized relation does
not exist. If that likelihood is sufficiently small (e.g., less than 1%), the existence of a
relation may be assumed. Otherwise, any observed effect may be due to pure chance.

In statistical hypothesis testing, two hypotheses are compared. These are called the
null hypothesis and the alternative hypothesis. The null hypothesis is the hypothesis that
states that there is no relation between the phenomena whose relation is under investigation,
or at least not of the form given by the alternative hypothesis. The alternative hypothesis, as
the name suggests, is the alternative to the null hypothesis: it states that there is some kind
of relation. The alternative hypothesis may take several forms, depending on the nature of
the hypothesized relation; in particular, it can be two-sided (for example: there is some
effect, in a yet unknown direction) or one-sided (the direction of the hypothesized relation,
positive or negative, is fixed in advance).

Conventional significance levels for testing hypotheses (acceptable probabilities of
wrongly rejecting a true null hypothesis) are .10, .05, and .01. The significance level for
deciding whether the null hypothesis is rejected and the alternative hypothesis is accepted
must be determined in advance, before the observations are collected or inspected. If these
criteria are determined later, when the data to be tested are already known, the test is
invalid.

The above procedure is actually dependent on the number of the participants (units or
sample size) that are included in the study. For instance, to avoid having the sample size be
too small to reject a null hypothesis, it is recommended that one specify a sufficient sample
size from the beginning. It is advisable to define a small, medium and large effect size for
each of a number of important statistical tests which are used to test the hypotheses.

1.6 THE RAW MATERIALS OF ECONOMETRICS

Data are the raw material from which econometric analysis is constructed. Just as a
building is no stronger than the wood or steel used in its framework, an econometric study
is only as reliable as the data used in its analysis. Many econometricians over the years
have written about problems with data. One of the most comprehensive and comprehensible
is a chapter that noted econometrician Zvi Griliches wrote for the third volume of Elsevier’s
Handbook of Econometrics back in 1986.

Obviously much has changed in the world of data and econometrics in the last 30
years, but many of the points that Griliches made are still relevant today, and some are even
more important. This document uses extensive quotes from Griliches’s chapter to highlight
some important issues that every practitioner of econometrics should consider.

Economists sometimes collect their own data from experiments or surveys, but most
econometric analysis relies on “found data,” often from government sources.

Econometrics involve the formulation of mathematical models to represent real-world
economic systems, whether the whole economy or an industry, or an individual business.

Notes
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Econometric modeling is used to analyze complex market trends (the demand function) to
determine the variables driving the growth or shrinkage of demand for a product or service.
Econometric models are used to decipher the economic forces that affect supply and costs
(the supply function) within an industry. Few companies really understand the external
forces that drive their industries, their companies, or their brands. Understanding these
forces provides the foundation for strategy development and business planning.

Times-series analysis, cross-sectional time-series analysis, structural-equation modeling,
input-output analysis, Markov-chain analysis, and multiple regression are some of the
techniques used in econometric modeling. Many other statistical and mathematical tools are
employed as well, depending on the nature of the econometric task, in the development of
econometric models.

Marketing mix modeling is one application of econometric modeling, wherein all
marketing inputs are modeled over time to arrive at an optimal allocation of marketing
inputs. For example, what is the correct amount to spend on television advertising compared
to the radio or the Web? Should a company invest money in more salespeople or in more
advertising? What is the impact of promotional spending?

Demand forecasting is another econometric application. For example, econometric
analyses reveal that the growth in the number of women working in the U.S. played a major
role in the growth of the restaurant industry from 1950 to 2000. But other variables were at
work too. Rising incomes made eating out more affordable. Rising car ownership, especially
among teenagers and college students, translated into greater restaurant sales. Understanding
the variables that underlie demand makes it possible to forecast an industry’s future.

1.7 TIME SERIESAND CROSS SECTION DATA: THE PROBLEM OF THEIR
POOLING TOGETHER

Time Series

A time series is a series of data points indexed (or listed or graphed) in time order.
Most commonly, a time series is a sequence taken at successive equally spaced points in
time. Thus it is a sequence of discrete-time data. Examples of time series are heights of
ocean tides, counts of sunspots, and the daily closing value of the Dow Jones Industrial
Average.

Time series are very frequently plotted via line charts. Time series are used in statistics,
signal processing, pattern recognition, econometrics, mathematical finance, weather
forecasting, earthquake prediction, electroencephalography, control engineering, astronomy,
communications engineering, and largely in any domain of applied science and engineering
which involves temporal measurements.

Time series analysis comprises methods for analyzing time series data in order to
extract meaningful statistics and other characteristics of the data. Time series forecasting is
the use of a model to predict future values based on previously observed values. While
regression analysis is often employed in such a way as to test theories that the current
values of one or more independent time series affect the current value of another time
series, this type of analysis of time series is not called "time series analysis", which focuses
on comparing values of a single time series or multiple dependent time series at different
points in time. Interrupted time series analysis is the analysis of interventions on a single
time series.
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Time series data have a natural temporal ordering. This makes time series analysis
distinct from cross-sectional studies, in which there is no natural ordering of the observations
(e.g. explaining people's wages by reference to their respective education levels, where the
individuals' data could be entered in any order). Time series analysis is also distinct from
spatial data analysis where the observations typically relate to geographical locations (e.g.
accounting for house prices by the location as well as the intrinsic characteristics of the
houses). A stochastic model for a time series will generally reflect the fact that observations
close together in time will be more closely related than observations further apart. In addition,
time series models will often make use of the natural one-way ordering of time so that
values for a given period will be expressed as deriving in some way from past values, rather
than from future values.

Methods for time series analysis may be divided into two classes: frequency-domain
methods and time-domain methods. The former include spectral analysis and wavelet analysis;
the latter include auto-correlation and cross-correlation analysis. In the time domain,
correlation and analysis can be made in a filter-like manner using scaled correlation, thereby
mitigating the need to operate in the frequency domain.

Additionally, time series analysis techniques may be divided into parametric and non-
parametric methods. The parametric approaches assume that the underlying stationary
stochastic process has a certain structure which can be described using a small number of
parameters (for example, using an autoregressive or moving average model). In these
approaches, the task is to estimate the parameters of the model that describes the stochastic
process. By contrast, non-parametric approaches explicitly estimate the covariance or the
spectrum of the process without assuming that the process has any particular structure.

The observed values of the variable studied, such as the price of a commodity are
results of various influences. Discovering and measuring the effects of these influences are
the primary purposes of a time series analysis. Although the effects cannot always be
determined exactly, been made over a sufficiently long period.

Time series analysis is done primarily for the purpose of making forecasts for future
and also for the purpose of evaluating past performances. An economist or a business man
is very naturally interested in estimating the future figure of national income, population,
prices and wages etc. So the success or failure of a businessman depends to a large extent
on the accuracy of this future forecasts.

Meaning of Time Series

Time series analysis are basic to understanding past behaviour, evaluating current
accomplishments, planning for future operations and comparing different time series. Thus
a series of successive observations of the same phenomenon over a period of time are
called “time series”.

Definitions of Time Series

According to Patterson, “A time series consists of statistical data which are collected,
recorded or observed over successive increments.”

“A set of data depending on the time is called time series”. — Kenny and Keeping

“A time series is a set of statistical observations arranged in chronological order”. —
Morris Hamburg

According to Croxton and Cowden, “A time series consists of data arranged
chronologically.”

Notes
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“A time series is a set of observations taken at specified time, usually at ‘equal intervals’.
Mathematically, a time series is defined by the values y1,y2 ...... ofavariable Y (temperature,
closing price of share, etc.) at the time t1, t2 .... Thus, Y is a function of t, symbolised by y
= F(t).” — Spiegel

“A time series may be defined as a collection of magnetite belonging to different time
periods, of some variable or different time periods, of some variable or composite of variables,
such as production of steel, per capita income, gross national product, price of tobacco or
index of industrial production.” — Ya—Lun—Chou

Uses of Time Series

The uses of time series is of well significance to the economist, scientist, sociologist,
biologist, researcher and businessman etc. The following uses are:

(i) It helps to understand past behaviour.
(i) It helps in evaluating current accomplishment.
(iii) It helps in planing future operations.
(iv) It also helps in comparing the actual performance.

(v) Ithelpsto study the factor which influence the changes in economic activities and
predict the future variations in them with certain limitations.

Component of Time Series Data

Traditional methods of time series analysis are concerned with decomposing of a series
into a trend, a seasonal variation and other irregular fluctuations. The components, by which
time series is composed of, are called component of time series data. There are four basic
Components of time series data described below:

Seasonal effect (Seasonal Variation or Seasonal Fluctuations)

Many of the time series data exhibits a seasonal variation which is annual period, such
as sales and temperature readings. This type of variation is easy to understand and can be
easily measured or removed from the data to give de-seasonalized data. Seasonal Fluctuations
describes any regular variation (fluctuation) with a period of less than one year for example
cost of variation types of fruits and vegetables, cloths, unemployment figures, average daily
rainfall, increase in sale of tea in winter, increase in sale of ice cream in summer etc., all
show seasonal variations. The changes which repeat themselves within a fixed period, are
also called seasonal variations, for example, traffic on roads in morning and evening hours,
Sales at festivals like EID etc., increase in the number of passengers at weekend etc.
Seasonal variations are caused by climate, social customs, religious activities etc.

Cyclical Variation or Cyclic Fluctuations

Time series exhibits Cyclical Variations at a fixed period due to some other physical
cause, such as daily variation in temperature. Cyclical variation is a non-seasonal component
which varies in recognizable cycle. Sometime series exhibits oscillation which does not
have a fixed period but are predictable to some extent. For example, economic data affected
by business cycles with a period varying between about 5 and 7 years. In weekly or monthly
data, the cyclical component may describes any regular variation (fluctuations) in time
series data. The cyclical variation are periodic in nature and repeat themselves like business
cycle, which has four phases (i) Peak (ii) Recession (iii) Trough/Depression (iv) Expansion.
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Trend (Secular Trend or Long Term Variation)

It is a longer term change. Here we take into account the number of observations
available and make a subjective assessment of what is long term. To understand the meaning
of long term, let for example climate variables sometimes exhibit cyclic variation over a
very long time period such as 50 years. If one just had 20 years data, this long term oscillation
would appear to be a trend, but if several hundred years of data is available, then long term
oscillations would be visible. These movements are systematic in nature where the
movements are broad, steady, showing slow rise or fall in the same direction. The trend
may be linear or non-linear (curvilinear). Some examples of secular trend are: Increase in
prices, Increase in pollution, increase in the need of wheat, increase in literacy rate, decrease
in deaths due to advances in science. Taking averages over a certain period is a simple way
of detecting trend in seasonal data. Change in averages with time is evidence of a trend in
the given series, though there are more formal tests for detecting trend in time series.

Irregular Fluctuations

When trend and cyclical variations are removed from a set of time series data, the
residual left, which may or may not be random. Various techniques for analyzing series of
this type examine to see “if irregular variation may be explained in terms of probability
models such as moving average or autoregressive models, i.e. we can see if any cyclical
variation is still left in the residuals. These variation occur due to sudden causes are called

Notes
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residual variation (irregular variation or accidental or erratic fluctuations) and are
unpredictable, for example rise in prices of steel due to strike in the factory, accident due to
failure of break, flood, earth quick, war etc.

Cross Section Data

Cross-sectional data or a cross section of a study population, in statistics and
econometrics is a type of data collected by observing many subjects (such as individuals,
firms, countries, or regions) at the same point of time, or without regard to differences in
time. Analysis of cross-sectional data usually consists of comparing the differences among
the subjects.

For example, if we want to measure current obesity levels in a population, we could
draw a sample of 1,000 people randomly from that population (also known as a cross
section of that population), measure their weight and height, and calculate what percentage
of that sample is categorized as obese. This cross-sectional sample provides us with a
snapshot of that population, at that one point in time. Note that we do not know based on
one cross-sectional sample if obesity is increasing or decreasing; we can only describe the
current proportion.

Cross-sectional data differs from time series data, in which the same small-scale or
aggregate entity is observed at various points in time. Another type of data, panel data (or
longitudinal data), combines both cross-sectional and time series data ideas and looks at
how the subjects (firms, individuals, etc.) change over time. Panel data differs from pooled
cross-sectional data across time, because it deals with the observations on the same subjects
in different times whereas the latter observes different subjects in different time periods.
Panel analysis uses panel data to examine changes in variables over time and differences in
variables between the subjects.

In a rolling cross-section, both the presence of an individual in the sample and the time
at which the individual is included in the sample are determined randomly. For example, a
political poll may decide to interview 1000 individuals. It first selects these individuals randomly
from the entire population. It then assigns a random date to each individual. This is the
random date that the individual will be interviewed, and thus included in the survey.

Cross-sectional data can be used in cross-sectional regression, which is regression
analysis of cross-sectional data. For example, the consumption expenditures of various
individuals in a fixed month could be regressed on their incomes, accumulated wealth levels,
and their various demographic features to find out how differences in those features lead to
differences in consumers’ behavior.

Methods of Finding Trend
Estimation of trend values can be achieved in several methods:
(1) Graphic or Free hand Curve Method
(i1) Semi-Average Method
(iii) Moving Average Method
(iv) Least Square Method

(i) Graphic or Free hand Curve Method

Which consists of fitting a trend line or curve simply by looking at the graph, can be
used to estimated trend.
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The time is shown on the horizontal axis and the value of the variable on the vertical
axis. The fitting of the trend may be straight line or a curved line and it may be done free
hand by scale rules, spline, string or French curves of different shapes. Smooth out irregularities
by drawing a free hand curve through the scatter points.

Merits of Graphic or Free hand Curve Method
() A free hand trend fitting enables an understanding of the character of time series.
(i) These are its flexibility and simplicity.
(i) This method only used to describe all types of trends — linear and non linear.
Demerits of Graphic or Free hand Curve Method
(1) Thisis depending too much on individual judgment.
(i) It does not involved any complex mathematical techniques.
(i) It does not enable us to measure trend in precise quantitative terms.
(iv) Different trend curves could be obtained by different persons for the same data. It
is highly subjective.
(ii) Semi-Average Method

The method is used only when the trend is linear or almost linear. For non-linear trends
this method is not applicable. It is used for the calculation of averages, and averages are
affected by extreme values. Thus if there is some very large value or very small value in the
time series, that extreme value should either be omitted or this method should not be applied.
Merits of Semi-Average Method

(1) It is simple and easy to understand.

(i) It can compared with the moving average of the least squares method of measuring
trend.

(i) This method is objectivity in the sense that it does not depend of the personal
judgment.

(iv) Itis also applicable where the trend is linear or approximately linear.

Demerits of Semi-Average Method

(i) This method is based on the assumption that there is a linear trend which may not
be true.

(ii) It is not suitable when time period represented by average is small.
(i) The use of arithmetic mean for obtaining semi—average may be questioned because
of limitation of the method.
Ilustration - 1

Using the method of semi—average determine the trend of the following data:

Year : 1998 1999 2000 2001 2002 2003 2004 2005
Production: 48 42 60 54 38 66 70 66
Solution:

The number of observations are even i.e., 8. The two middle parts will be 1997 to 2001
and 2002 to 2006.

Notes
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Year Actual value 4 years total semi—average
and average value
1898 48
48+42+60+54 204 _
1999 42 —_— = 51 e e X1
4 4
2000 60
2001 54
38+66+70+66 240
2002 38 —_— = 61 ... X
4 4
2003 66
2004 70
2005 66

Here, the value 51 is plotted against the middle of the first four years i.e., 1998-2001
and the value 60 is plotted against the middle of the last four yearsi.e., 2002—2005. So both
the point are joined by a straight line as under.

Y
72
68
64
60
56
52
48 -
44 -
40 -

<——— Production

O7%, = 60

Trend line

€<— Actual line

(6]

Illustration - 2

1998 1999 2000 2001 2002 2003 2004 2005

& S

< Years >

Calculate trend values from the following data by the method of semi—average:

Year: 1996 1997 1998 1999 2000 2001

2002 2003 2004 2005

Sales: 30 35 37 24 42 36 27 45 40 42

Solution:

Year Sales Averages Annual changes Trend value
1996 30 292
1997 35 30
1998 39 % =34 30.8
1999 24 31.6
2000 42 0.8 324
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2001 36 332
2002 27 . 34

2003 45 34.8

2004 40 35.6

2005 42 364

Let us have two periods of 5 years each 1996 to 2000 and 2001 to 2005. The averages
for the two periods are:
30+35+39+24+42 170

=34 %
5 5

36+27+45+40+42 190 _
5 5

and

The increase of two averages is 38 — 34 = 4 which takes place in 5 years, therefore,
annual change is .... = 0.8 (4/5)

“Graph showing Sales with Trend line”

45+
43+
4+

Jeo
Trend line

39+
37+
s+ 0\ T
3B <« Actual line
31+

Sales

29

25 1

1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

&

< Years

S

Illustration - 3
Draw a trend by the method of semi average from the following data:
Year: 1998 1999 2000 2001 2002 2003 2004 2005

Sales (‘000 units): 195 100 104 90 95 102 110 116
Also predict the sales for the year 2003 from the graph.

Notes



20 Econometrics

Notes Solution:
Year Sales(x) Semi Average
1998 195
489 B
1999 100 " 122.25 ....... X
2000 104
2001 90
2002 95
423 B
2003 102 T 1.5.75 ..... X5
2004 110
2005 116
Graph showing sales “000”units
Y,
200 +
190 +
4
180 +
170
160 +
3 150
2
5140 +
=~ 2003 Sales = 108,00 units
130 +
120 +
110 + <— Tiend line
V100 4 5{;\\\\!{\—Actual line
90 +
o f f f f f f f f f f X

1998 1999 2000 2001 2002 2003 2004 2005

ya S

Years >

(iii) Moving Average Method

By using moving averages of appropriate orders, cyclical, seasonal and irregular patterns
may be eliminated thus leaving only the trend movement. Here, trend values can be obtained
by employing arithmetic means of the series except at the two ends of the series. So moving
average consists of a series of arithmetic means calculated from overlapping groups of
successive values of a time series. Moving average based on values covering a fixed time
interval, called moving average period. It is shown against the centre of the period.

The moving average for period ‘¢’ is a series of successive averages of values at a
time, starting with 1st, 2nd and 3rd to ‘#’ terms. Here, the first average is the mean of the 1st
to ‘¢’ terms, the second is the mean of the ‘¢’ terms from 2nd to (¢ + 1) * terms and third is
the mean of the 3rd to (¢ + 2)* terms and so on.

Hence, the time series values X, X, X; .....

for different time periods, the moving average of period ‘¢’ is given by:
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1
Ist value moving average = n X+ X, +..X),
. 1
2nd value moving average = " X+ X+ X, ) and

1
3rd value moving average = ;(X3 X, X))

(a) Oddperiod: When the period is odd, if the period ‘¢’ of the moving average is odd
the successive value of the moving averages are placed against the middle value
of concerned group of items. If ¢ = 5, the first moving average value is placed
against the middle period i.e. third value and the second moving average value is
placed against the time period four and so on.

(b) Even period: When the period is even, if the period ‘¢’ of moving average is even
there are two middle periods and the moving average value is placed between the
two middle terms of the time intervals. In the particular period ¢ = 4, the first
moving average is placed against the middle of second and third values, the second
moving average is placed in between third and fourth values and so on.

For odd: In the below table (a) have considered 5 years moving averages.

Year Data 5 year 5 year
moving total moving average

1995 50.0

1996 36.5

1997 43.0 212.9 42.6

1998 44.5 201.0 40.2

1999 38.9 197.1 394

2000 38.1 192.8 39.6

2001 32.6 190.0 38.0

2002 38.7 192.2 384

2003 41.7 187.9 37.6

2004 41.1

2005 33.8

Here, the first moving total 219.9 of column 3 is the sum of the 1st through 5th entries
of column 2. The second moving total 201.0 is the sum of the 2nd through 6th entries in
column 2 etc.

In practice, after obtaining the first moving total 212.9, the second moving total is
easily obtained by subtracting 50.0 (1st entry of column 2), the result being 201.0. Succeeding
moving totals are obtained similarly. Dividing each moving total by 5 yields the required
moving average.

In the below table ... b have considered 4 years moving averages.

Notes
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Year Data 4 years 4 years
moving total moving total
1995 50.0
1996 36.5
1997 43.0 174.0 43.5
1998 44.5 162.9 40.7
1999 38.9 164.5 411
2000 38.1 154.1 385
2001 32.6 148.3 37.1
2002 38.7 151.1 37.8
2003 41.7 154.1 38.5
2004 41.1 155.3 38.8
2005 33.8

Here, the 4 year moving totals are obtained as in past (a), except that 4 entries of
column 2 are added instead of 5. Note that the moving totals are centred between successive
years, unlike part (a). This is always the case when an even number of years. is taken in the
moving average. If we consider that 1996, for example, stands for July 1, 1996, the first 4
year moving total is centred at Jan 1, 1997 or Dec. 31, 1996. The 4 year moving averages
are obtained by dividing the 4 year moving totals by 4.

Merits of Moving Average Methods

V)
(1)

(iii)
(iv)

™)

It is very simple to understand and easy to calculate as compared to other methods.

It can be used in all facts of time series analysis, for the measurement of trends as
well as in connection with seasonal cyclical irregular components.

It calculate is simple because no higher degree mathematical calculations.

It considers all the values in the series. The extreme values are included in the
process of determining averages.

It is a objective method. No personal judgment like freehand method.

Demerits of Moving Average Methods

V)
(1)

(iii)
(iv)

™)

In this method, that data at the beginning and end of a series are lost.

It may generate cycles or other movements which were not present in the original
data.

Its are strongly affected by extreme values of items. They are said to be sensitive
to.... movement in the data.

It does not establish functional relationship between the period and the value of
variables.

It cannot determine irregular variations completely.
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Illustration - 4 Notes

Find trend values by three yearly moving average method.

Year: 1999 2000 2001 2002 2003 2004 2005
Production: 112 138 146 154 170 183 190
(000’ in unit)
Solution:
1 17 i V4 V
Year Production Column of 3 Year 3 Year
differences moving total  moving average
1999 112
396
2000 138 154-112=42 ... 396 = " 132
438
2001 146 170-138=32 ... 438 N 146
470
2002 154 183 — 146 =37 ... 470 = " 157
507
2003 170 190-154=36 ... 507 N 169
543
2004 183 ... 543 = " 181
2005 190

Calculating total production of first three years which is (112 + 138 + 146 = 396). This
total is placed in column (IV) of three yearly moving total before the middle year. 2000 and
in column (V) the three year moving average 396/3 = 132 is placed before the year 2000 as
shown in the above table. And find the second moving total we find the difference of the
production of a year 2002 and 1999 which is (154 — 112 =42). This is written in column (I1I)
in front of the year 2000 and the second moving total is (396 + 42 = 438). Such way it can
complete columns (III) and (IV) of the above table.

Illustration - 5

Find trend values from the following data using three yearly moving averages and
show the trend line on the graph.

Year Price (3 Year Price (9
1994 52 2000 75
1995 65 2001 70
1996 58 2002 64
1997 63 2003 78
1998 66 2004 80

1999 72 2005 73
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Solution:
Computation of Trend Values
Year Price (%) 3 yearly moving 3 yearly
total moving average
1994 52 -
1995 65 175 58.33
1996 58 186 62.00
1997 63 187 62.33
1998 66 201 67.00
1999 72 213 71.00
2000 75 217 72.33
2001 70 209 69.67
2002 64 212 70.67
2003 78 222 74.00
2004 80 231 77.00
2005 73 -
Y
80
Scalg :
T S tem— s
N 74 +
71+
68 +
265+
[=9}
62+
Trend line
St SN Actual line
56+
N\
534
50 -§
S——t—t—t—t—t—t—t—t—t—+—+— X
94 95 96 97 98 99 00 Ol 02 03 04 05
_ Years >
Illustration - 6
Using a 3 yearly moving averages determine the trend values.
Year: 1995 1996 1997 1998 1999 2000 2001 2002
Production: 21 22 23 24 25 26 27 26

(in ‘000 units)
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Solution: Notes
Years Production 3 yearly 3 yearly Moving
(in 000 units) Moving total average
1995 21 - -
1996 22 66 22
1997 23 69 23
1998 24 72 24
1999 25 75 25
2000 26 78 26
2001 27 79 26.33
2002 26 - -
y Graphical representation
28 +
X axis 1 year = 1 cm
27 + Y area 1 unit = 1 cm
26 T
25 T
24 A
23 T
22 1
21 T
20 T
« I I i f i I I F—>X
95 96 97 98 99 00 01 02
Hlustration - 7
Find the four yearly moving averages for the following data:
Year: 1991 1992 1993 1994 1995 1996 1997 1998
Values:  30.1 454 393 414 422 46.4  46.6 49.2
Solution:
Year Values 4 yearly 4 yearly  Central value
moving Total moving Average
1991 30.1
1992 45.4

156.2

39.05
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1993 393 40.56
168.3 42.07

1994 414 42.195
169.3 42.32

1995 42.2 43.235
176.6 44.15

1996 46.4 45.125
184.4 46.1

1997 46.6

1998 49.2

Illustration - 8

Using four yearly moving averages determine the trend values and also plot the original
and trend values on a graph.

Year Production (1000 units) Year Production (1000 units)
1994 75 2000 96
1985 62 2001 128
1996 76 2002 116
1997 78 2003 76
1998 94 2004 102
1999 84 2005 168
Solution:
Year Production 4yearly 4yearly  Centred Year
Moving Average Moving Total Moving Average
1994 75
1995 62 291 72.75 75.125 1996
1996 76 310 77.50 80.25 1997
1997 78 332 83.00 85.50 1998
1998 94 352 88.00 94.25 1999
1999 84 402 100.50 103.25 2000
2000 96 424 106.00 105.00 2001
2001 128 461 104.00 104.75 2002
2002 116 422 105.50 110.50 2003
2003 76 462 115.50
2004 102

2005 168




The Econometric Approach

27

Graph showing production and trend value for the years 1994-2005
Scale: OX=1 cm = lyear, OY = 1 cm = 1000 units.

160 T 7yMA

Scale: 1 cm = 1 year
150 + 1 cm = 10 lakhs ons

140 1

Actual Line

130 +
120 +
110 +
100 +

Sugar Production (In lakhs tonnes)

96 1
87 1
88 1

78
79
80 1

1

2

3
84
85 1

Years
Illustration - 9

Calculate the trend values by five yearly moving average method and plot the same on
a graph from the following:

Year: 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

Sales: 36 42 54 72 6 60 48 75 78 102 93
(°000’units)

Solution:
Computation of Trend Values
Year Sales 5 years 5 years
moving total moving total
1995 36 —
1996 42 -
1997 54 270 54
1998 72 294 58.8
1999 66 300 60
2000 60 321 64.2
2001 48 327 65.4
2002 75 363 72.5
2003 78 396 79.2
2004 102 -

2005 93 -

Notes
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Graph showing sales of units for 11 years and 5 yearly trend lines
¥

110

Scale :
Xaxis : lem = 1 year
Yaxis : Icm = 10,000 units
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Actual line

....... 5 yearly moving
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(iv) Least Square Method

A definition of the term, line of best fit, should give a unique line. Let us proceed by
considering, for each value of X, the absolute value |Y — Y | of the difference between the
actual a value and the estimated Y value (see below figure). This difference represents the
error committed by using the estimated Y value instead of the actual value. One way to
determine the line of best fit might be to find that line for which the sum of these errors for
all the given values of X, i.e., 2 |[Y — Y, |, has the smallest possible value. However, the
procedure, while yielding a unique line, leads to mathematical difficulties customarily
associated with the occurrence of absolute values. A better method and one which
accomplishes the same aims, defines the line in such a way that 2. (Y- Y )* has the smallest
value. This method, called the method of least squares, is the one most generally used in
statistics for obtaining the line of best fit.

<—— Sales (1000 units) —>
~J
S
1
T

o
[e]
1
T

Y,

- Y|

o
el
KT
-
R0

><
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The trend line, which is a “best fit” to a scatter diagram of » points, its employ a Notes
theorem from elementary mathematics.

From the below figure, the equation of any no—vertical line can be written in the form
Y= a+ bx,

where, a is the Y—intercept
and b is the slop of the line.

The slope is given b = tan o, where a is the angle measured from the positive X — axis
to the line and is positive or negative as a is obtuse.

X

O

Fig: Graph showing of straight line Y—intercept a and angle of inclination a.

To obtain the values of ‘a’ and ‘b’ constants. Instead to following two secondary
equation:

na+bXx=xXY ... 1)

aXx + b x2 =3XXY ......... (11)

Here, x represents the number of years or any period for which the data is given.

Mid point in time is taken as the origin, so that negative values in the first half of the
series balance out the positive values in the second half, i.e., Sx = 0.

The period indicating the higher values can be reduced to the minimum symbolically as
under:

Year (Y) Deviation (x) Year (v) Deviation(x)
1999 -3 1998 -7
2000 -2 1999 -5
2001 -1 2000 -3
2002 0 2001 -1
2003 +1 2002 +1
2004 +2 2003 +3
2005 +3 2004 +5

2005 +7

So that Xx = 0 as the Deviation are calculated from the mean. The sum of deviations
of the actual value from the computed values is equal to zero.

Here, Y  =Actual values

Y = na and Axy = bXx®
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Notes So the value of ‘@’ and ‘b’ determined as -
_ _
a= n’ o2

Finally the trend line, the line of ‘best fit’ will be drawn under the least squares method.
It is the line from which the sum of the squares of the items, measured parallel to the Y axis,
is the least.

So equation represented by

Y=a+ bx
Least square method for Trend values
Y =a+bx
_w .,
= Tt

Here, x = independent variable (Deviation)
y = Dependent variable on x.
a = The ‘y’ intercept.

b = Indicate slope and signifies the changes in ‘x’ ...constant.

n Number of observations.

Xy
x2 = Square of x.

Product of x and y.

2y = Sum of ‘y’ values
Axy = Sum of the product of x and y values.

>x? =Sum of square value of x.

Merits of Least Squares Methods
(1) Itis objective method which does not variations in the results.
(i) Itis very easy calculation because no higher degree calculation.

(ii)) It determines the trend values and also reflects light on the seasonal, cyclical and
irregular variations.

(iv) Since itis based on an algebraic method of calculating the trend, it is free from any
bias, subjectivity does not enter into it.

(v) Itis a flexible method, the trend values calculated any period and answer should
be accurate.

Demerits of Least Squares Methods

(1) This method is in appropriate for a very short series and is unnecessary for along
one.

(i) It does not establish functional relationship between the period (x) and the values
of variable ‘y’.

(i) It is a tedious method and involves more calculations compared to the methods
discussed earlier.

(iv) It can estimate a value only immediate future and not for distant future.
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