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STATISTICS IN SOCIAL RESEARCH  
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Objectives: 

 
-To know the application of statistics in social research 

 

-To learn how to calculate mean,median,mode and standard deviation  

1.1  Application of Statistics in Social Research : 

In the field of social sciences, the researcher is faced with the problem of subjective and 

qualitative data relating to attitudes, values, skills, utility etc. Unless the qualitative data are 

quantified, they can neither be objectively measured nor be of scientific value. Although Cohen and 

Nagel are of the opinion that propositions affirming qualitative, differences are the first fruits of 

enquiry in sciences, in real terms it is not enough to cognize only the qualitative differences in day-

to-day affairs or in sciences. Rather it becomes essential to know the magnitude of such differences 

accurately and exactly. This will enable the researcher to discover comprehensive principles, to have 

practical control over the subject and to formulate laws, which can make confirmation or refutation in 

an unambiguous and clear manner. 

Due to theoretical and practical reasons, it is essential that the qualitative differences are to be 

substituted by the quantitative distinctions. The researcher should have sufficient knowledge regarding 

such substitution and should be able to cognize the leaning and justification. In order to avoid 

absurdity and errors, while indicating the qualitative distinction, the researcher should 
be

 capable of 

examining the use of numbers in a careful manner. However, while dealing with simple matters of 

our day to day life as well as in the field of different branches of science, the
 

Searcher may not take recourse to complicated methods for showing the distinctions.   Although it 

may so happen that a bare common  sense   method  serves   the  purpose   of measurement, 

calculation, and the often difficult deduction of consequences from premises, sometimes we use the 

more elaborate and intricate technique for  collection and estimation of evidence. However, in the 

field of social research the investigators not only make the statistical and quantitative analysis, but 

also use the qualitative techniques.  When the situation so demands and where   it  becomes   

essential  to  lay   emphasis   on  the   depth-understanding of the problem and the need for 

generalization is not great, the use of qualitative methods is the only choice. Particularly when 

we embark upon studying a particular case in an intensive manner, we must have to go for 

qualitative analysis due to the obvious reason that the quantitative techniques only touch the 

 



generalizable aspects of a case or those aspects which are found commonly with others.   In all depth 

studies of singular cases the method of case history is used.   The case study method is used as a 

form of qualitative analysis of data involving the very careful and complete observation of a 

person, a situation o* an institution.   In the qualitative analysis of data emphasis is laid on 

emotional aspects because of the presumption that the emotions and sentiments are the real 

foundation pillars of human beings as well as institutions.   Therefore, without due emphasis on 

these qualitative aspects we cannot have insight into the workings of any social phenomenon. 

After completion of coding and tabulation etc., the help of statistics is taken for quantitative 

analysis of data.  The decision regarding the relevant kind of analysis is taken on the basis 

of what the researcher wants to know.   If, for example, the researcher is interested in knowing 

about the causal relationship between the independent and dependent variables involved in 

the study, it will be required to demonstrate the degree of association between both the variables.   

Thus, to establish such a causal relationship, the researcher must have to show that changes in 

the independent variable leads to change in the dependent variable. 

While examining whether or not changes in the independent variable are accompanied by changes in 

the dependent variable the researcher should not embark upon testing the raw data collected from 

the respondent as it is a herculean task. That apart, it may lack in reliability and feasibility.  

Therefore, what is really needed by the investigators is an appropriate summarization of the 

association between variables for the entire sample of respondents. That is why the statistical 

analysis appears to be important in social research. 

Statistics has most often been construed as a method of research alongwith or in opposition to 

some such methods like case studies, the historical approach and the experimental method. However, 

such a classification frequently leads to incorrect thinking and confusion. Therefore, it is wise to 

regard statistics as supplying a kit of tools that can be very much useful in various situations arising in 

scientific research The science of statistics is extremely valuable for the research worker in 

planning, analyzing and interpreting the results of his investigations. 

The term 'statistics' may be used in any of the following three 

senses: 

1. Simple data or quantitative information about facts. 

2. Statistical methods for handling numerical data. 

3. Measures based on observations on some of the units 

selected from the whole lot. 



A layman accepts the first meaning of the term statistics, so as to denote the word in a plural 

sense, such as, columns of figures, tables, zig zag graphs or charts in newspapers relating to 

population, production, national income, consumption expenditure, demand and supply, sales, 

imports, exports, births, deaths, accidents etc. However, the statistician recognizes another 

meaning of the term 'statistics', which refers to a quantity calculated from sample observations. In the 

singular sense statistics is a science. According to Horace Secrist, "statistics are aggregates of facts 

affected to a marked extent by multiplicity * causes, numerically expressed, enumerated or estimated 

ac
cording to reasonable standard of accuracy, collected in a systematic manner or a pre-determined 

purpose and placed in Elation to each other".  The science of statistics deals with : 

1. Collection and summarization of data 

2. Design of experiments and surveys 

3. Measurement of the magnitude  of variation in both experimental and survey data. 

4. Estimation of population parameters and provision of 

various measures of the accuracy and precision of these 

estimates. 

5. Testing of hypotheses about populations. 

6. Study of the relationships among two or more variables. 

The quantitative data, in order to be called statistics much 

possesses the following characteristics, 

1. Statistics are aggregate of facts:  A single figure 

relating to facts such as, birth or death, even though expressed 

numerically cannot be called statistics, whereas the aggregates 

of such figures would be called statistics.   For example, a single 

death in a town or a single birth in a village fails to reveal 

anything unless such information is collected for a particular 

time period or for different towns or villages.   By means of such 

information, we can compare deaths or births over time or over 

different towns or villages. 

2. Statistics are affected to a considerable extent by 

a number of causes:  The causation of any phenomenon may 

be attributed to a multiplicity of factors, both internal as well 

as external.   By the help of statistics, we are able to find out the 

most proximate cause that affects the phenomenon.   For example, 

the statistics of result of a college, is influenced by many factors 



like   quality  of students,  level  of teaching,  library  facilities, 

completion of courses etc.   If data on all the relevant factors are 

collected and analysed then it may be possible to hold the causes 

responsible for greater success of students in examination. 

 

3. Statistics   are   expressed   in   numerical   figures  : 

 

Statistics   are   numerically   expressed.   They   are   related   to 

quantitative information,   Unless the qualitative characteristics 

are assigned certain scales or ranks, they are not amenable to 

quantitative measures of assessment.   For example, if we say 

that the rate of success of students in university examination is 

high, it is expressed in qualitative terms.   Hence, it does not 

make statistics.   On the contrary, if we say that the rate of success 

of students has increased by ten percent in this year, it wil
1 

constitute a statistical statement. 

Statistical data are collected or estimated:   Statistics 

are enumerated or estimated.   In other words, data concerning 

any  phenomenon  can be  gathered by  actual  enumeration measurement. But when enumeration 

is not actually feasible or it appears to be very expensive, data may be statistically estimated. por 

example, we can enumerate the pattern of food habit, say the number of vegetarians in a family 

by actual counting. But in order to know this number in the country, it will have to be estimated on 

the basis of sampling procedure. 

5. Statistics are estimated with reasonable standards 

of accuracy:   Since the statistical estimations are based on 

sample surveys, these cannot maintain the precision and accuracy 

based   on   actual   counts   or measurements.   In   the foregoing 

example, the number of vegetarians in a family can be known 

with cent per cent accuracy.   On the contrary, as regards the 

national scenario, the accuracy can never be maintained to the 

tune of cent per cent.   The nature and object of any investigation 

determines the degree of accuracy.   Statistics is not a deterministic 

phenomenon.   Rather it is probabilistic and hence mathematical 

accuracy is difficult to be achieved.   Simultaneously, for purposeful 



decisions, statistics are with reasonable standard of accuracy. 

 

 

6. Statistics are  systematically collected  :   Statistical 

data are collected in a careful and systematic manner. Therefore, before the data are actually collected, 

the investigator makes a proper planning. A haphazard collection of data, without suitable plan, is very 

likely to lead to fallacious conclusions. 

7. The     purpose     of    collection     of     statistics     is 

predetermined :   

The purpose and scope of inquiry must be 

well defined   in   advance   so   that the   collection   of data  are 

predetermined.   A general purpose of inquiry is not sufficient. 

For example data on physical appearance of a student may be 

irrelevant for considering his ability to get admission into a college 

nevertheless, this will be definitely relevant for determining his 

Physical personality. 

8. The main objective of statistics is to facilitate a 

comparative or relative study.  Statistics are placed in relation to each other.   Period-wise or 

region-wise comparisons of facts 

and figures may be done.   For example, the rate of fertility may 

e
 compared over different periods or with different countries. Significance of certain figures may be 

better appreciated when they are compared with others of the same kind. 

Keeping in view the objectives of data analysis, various statistical operations may be 

employed. But generally statistical analysis commences with separate inspection of each 

variable, called as single variable analysis or univariate analysis. As a part of a basic 

descriptive study and as a preclude to more complex analyses, the objective of single variable 

analysis is to get an accurate profile of the data by examining only a single variably at a time. 

The main purpose of the single variable analysis is to determine the nature of variation in 

the variables involved in the study and also to ascertain whether there is sufficient variation in 

response? so as to enable the investigator to incorporate the variable in the analysis. The 

investigator reveals the variations in responses by organizing the data statistically, in terms 

of frequency distribution and percentage distribution. When all the response categories are 



listed and thereafter all the cases falling into each category are summed up, a frequency 

distribution comes into being. It serves the purpose of a preliminary organization of data 

and presents a clear-cut picture than case by case listing of responses. For further 

clarification of data the researcher may also present the percentage of respondents along with 

frequency in respect of each category. Percentage along with the frequencies enables the 

readers as well as the researchers to embark upon comparison and interpretation of responses 

in an easier manner. The size of a particular category is also made clearly visible with 

reference to the sample in terms of percentage. Statistics also helps to examine the notable 

properties of univariate distributions in terms of central tendency, dispersion and shape. 

Averages occupy a very significant place in statistical analysis. The general characteristics 

of the whole group can be easily expressed in the form of averages. In this context the 'central 

tendency' is taken into consideration. It is a device to know the position of different groups, 

characterizing what is typical in the data. The three main measures of central tendency are the 

mean, the median and the mode. 

1.2.1 :Mean is also known as Arithmatic average, calculated by adding up all the 

responses and dividing the sum total by the total number of respondents. As the most 

popular and the best form of average, mean is required in all types of calculations and analyses. 

The following are the characteristics of mean or arithmatic average. 

(i)  It is calculated by dividing the sum of measurements by total number of items. 

{ii) While calculating mean, all the items are taken into account. Therefore, when we 

know the total number of items and the average, the total values can be found 

out. 

(Hi)  Mean can  also be  calculated  when the total  of the measurements and the total 

number of items are known. 

(iv) Mean or arithmatic average does not depend upon frequency as in case of median 

or mode. 

(v)  Mean or arithmatic average is based on the area formed 

by the frequency curve. (vi)  The sum of the differences of all the values from the 

mean is exactly equal to zero. 

Median, another measure of central tendency, is the mid point in a distribution. It is a 

measurement of the size in which middle items are arranged in ascending or descending order. 

In the words of Bowley "the magnitude appertaining to the item half way up the series is 

equal the median". In other words, it is the value of the middle response, i.e. half of the 



responses are placed above it and the other half below it, when the items are arranged in 

ascending or descending order. It has the following characteristics : 

(i)  It is the size of the middle item (ii)  The arrangement of the items are to be made in 

ascending 

or descending order of magnitude 

(Hi) It is based on the pre-supposition that extreme shall be excluded from it. 

The mode is that figure which occurs for the maximum number of times in a series. In 

other words it is the value with the highest frequency. 

Another property examined by statistical analysis is dispersion among a set of variables. 

This is also called the degree of variability. The different measures of dispersion are : (a) 

range; '&) mean deviation; and (c) standard deviation. 

Range is the simplest method of finding out the variability i"   which   the    difference   

between   the   highest   and   lowest measurement is found out. The difference between the 

highest and the lowest limits is the range of dispersion or variability. 

Mean deviation is the arithmatic average of deviation in which values of each item from any 

average is found out. 

The most commonly used method of dispersion, standard deviation, is an improvement upon 

mean deviation. This is a measure of the 'average' spread observations around the mean. 

The shape of univariate distribution is construed as the third statistical property, made 

apparent through a graphic presentation. Such a presentation is called a frequency or 

percentage polygon. Only when the three statistical properties as discussed above are combined, a 

good picture of the quantitative data is provided. 

So far, we were discussing about the univariate analysis. But the bivariate analysis, on the other 

hand, examines the nature of relationship between two variables and commences with the creation of 

cross-tabulations. Necessary comparisons and percentaging cross-tabulations are made as per rules. 

From the view point of statistics, generally in bivariate analysis the degree of association between 

variables are calculated. However, causal inference are not only drawn on the basis of the degree of 

association, but also on empirical evidence as well as theoretical assumptions. Both the theoretical 

assumptions and empirical evidence are instrumental in determining the direction of influence and 

non- spuriousness. But 'association' of two variables also has its importance. It is something more 

than 'correlation', which indicates a deeper type of relationship. In 'association', the relationship is 

already there or accepted. What we have to study is the effectiveness of this relationship. 



Briefly speaking, in any statistical analysis, we describe adequately the mass of data and attempt 

on characterising what is typical in the group. That apart, we try to indicate the extent to which the 

individuals in the group vary; how they are distributed in respect of the variable being measured, 

moreover, we also try to exhibit the relationship of the different variables in the data to one 

another and the differences between two or more groups of individuals. 

The researcher desires to draw generalizations on the basis of the samples taken for the study.   

These generalizations are made applicable to the population or the research universe. The 

researcher also infers causal relationship among variables. While judging whether or not we will 

accept a hypothesis, we cannot solely rely on statistical evidence because statistical statements are 

statements of probability. Rather, along with statistical confidence in the reliability of the 

findings, we also need the evidence in the validity of the pre-suppositions of the study. 

 

1.2 MEASURES OF CENTRAL TENDENCY  

In sociology usually individual data are not considered, rather we deal with a group of data. In 

order to describe the whole mass of unwieldy data a single value is required. Statistics provides 

us the tool to get a single value which can better describe the group of data i.e. central value or an 

average. In our day-to-day conversation we often use the word average. We talk about average 

monthly income, average size of family, average death rate or birth rate in a city. An average is a 

single value that represents a group of values. It depicts the characteristic of the whole group to the 

maximum possible extent. An average may not necessarily be a figure, it can also be a qualitative 

expression. But in statistics usually average as a qualitative expression is not used, rather we 

attempt to define the average numerically. 

 

Å Definitions of an average 

The word average has been defined in many ways by different authors.   Some of them are : 

1. According to Clark, "Average is an attempt to find one 

single figure to describe whole of figures." 

2. According to A.E. Waugh, "An average is a single value 

selected from a group of values to represent them in 

some wayða value which is supposed to stand for whole 

group of which it is a part, as typical of all the values 

in a group." 

3. Croxton and Cowden have defined an average as a single 



value within the range of the  data that is  used  to 

represent all of the values in a series.   Since an average 

is somewhere within the range of the data it is something 

called a measure of central value." 

From the above definitions, we may conclude that an average 
ls
 any figure which describes the series of 

data.   Since an average represents the entire data, it's value lie somewhere within the two extremes 

of the series. So the average is also often referred to as a measure of central tendency. 

Å Objectives of an average 

Basically there are two main objectives of an average. These are : 

(i) It helps to get a single value which can describe the series of data. An average can 

represent thousands, lakhs, millions of single values. It crystallizes the whole series and helps to get a 

birds eye view of the whole mass of data. For example, practically it is impossible to remember the 

household income of all households of a city but with the help of an average we can draw the 

conclusion about the standard of living of the city. 

(ii) It facilitates comparison. It enables the researcher to compare two or more series. 

Comparison can also be made at a point of time or over a period of time. For example, standard of 

living of two cities of India can be compared by comparing the average household income of those cities. 

Similarly, the change in standard of living of a particular city can be known by comparing the average per 

capita income over a period of time i.e. at different periods of time. However, while making 

comparison the researcher should always consider the impact of multiplicity of forces which 

influences data. 

Å Requisites of a Good Average 

(i) It should be based on all items. An average should 

be a good representative of the whole group. I t  should be based 

on each and every i tem of the series and i f  any i tem is changed 

the average itself  is altered. The average should be such a 

measurement that any conclusion drawn on basis of it  is bl
6
 

to whole of the series.   If an avreage does not possess the of representativeness its use is 

virtually limited. 

(ii)  It should be easy to understand.  Statistical methoj are used to simplify the complex 

nature of the problem.   So W
1 
advantage should be very simple to use and understand so tn even 

common persons can be able to understand. 



(Hi) An average should be simple to calculate. P average should not only be understandable, at the 

same 
tlIlie

,e should possess the quality of easy computation.   So it should easy enough as to enable the 

researcher compute easily. But for the sake of simplicity, accuracy should not be sacrificed. 

(iv) The average should be capable of further algebraic treatment. The researcher should 

prefer the average which is capable of further mathematical analysis so that its utility will be 

enhanced. For example, if we have computed average income and number of households of two or more 

cities then we should be able to compute the combined average. 

(v) The average should be rigidly defined. An average should be definite and clearly ascertained 

and should be expressed in a single figure rather than a qualitative expression so that it has one and 

only one interpretation. It should preferably be defined by an algebraic formula, so that if different 

people will use the same it will give one and only one result. In this way, it should be free from 

personal prejudices and bias of the researcher. 

(vi) Average should not be unduly affected by extreme observations. Though an average is 

based on each and every item, it should not be unduly affected by any one item. A very small item or 

very large item in the series may distort the value of the average. So the researcher should be very 

careful about it. 

(vii)  The average should possess quality of sampling 

stability. It states that when we select a number of samples 
lrom

 
a
 singly population we should expect 

approximately the same value from all samples by using an average. 

* TYPES OF AVERAGES 

The various types of measures of central  tendency can broadly 
be

 classified into following two groups. 

1. Mathematical Average  2.Location Average 

Besides the above two groups there are some other averages like Moving Average, 

Progressive Average etc. But these averages have limited practical application and 

are not so popular. 

Å Arithmatic Mean 

Arithmatic mean is the most popular, widely used and best form of average. It 

considers all the items of the series and capable of further algebraic treatment. It is 

obtained by adding together all the items and by dividing this total by the number of 

items. Arithmatic mean may either be simple arithmatic mean or weighted 

arithmatic mean. 

Å Calculation of Arithmatic Mean 



Å A.   Mean   from  Individual   Series   (i)   Direct 

Method 

Mean from individual series (where frequencies are not given) can be calculated 
by adding all the values of the variable and by dividing total by the number of 
items. 

Steps 

(i)  Add together all the values of variable and obtain the 

total. 

ii)  Divide this total by number of observations. Symbolically, 

 

 

or 

Where 

×X = Sum of all values of variable X i.e. X1, X2 , X3 ... Xn. 

Total N = Number of observations.   

Illustration 1. 

A researcher collects data of monthly income of 10 households of a village.   

 

 Calculate the Arithmatic Mean.  
House No : 1 2 3 4 5 6 7 8 9 10 

Income (in 

Rs.) : 

80

0 

88

0 

70

0 

45

0 

50

0 

68

0 

72

0 

93

0 

66

0 

750 

 

Solution  

House No. Monthly Income (X) in 

Rs. 1 800 

2 880 

3 700 

4 450 

5 500 

6 680 

7 720 

8 930 

9 660 

10 750 

N = 10 ×X = 7070 

Arithmatic Mean 

 

 

So average income in that village is Rs. 707. 

 

(ii)  Mean from Individual Series (Short-Cut Method) 



Arithmatic Mean of Individual series can also be calculated by taking an 
arbitrary origin. The formula for calculating arithmatic mean is 

 

 

Where A is the assumed mean, d denotes deviations of values taken from Assumed 
Mean d = (XðA) 

Steps 

1. Take any value, whether existing in data or not,  as 
assumed mean. 

2. Take deviations of items from assumed mean i.e. d = 
(X-A) of each item. 

3. Obtain sum of deviations i.e. "×d. 

4. Apply the formula to calculate mean. 

Å Illustration 

Arithmatic   Mean   for  the   previous   question   can   also  be calculated by short-cut 
method.   (Let the Assumed Mean be 600) 

 

House No. Monthly Income 

(X) 

d(XðA) 
{(Xð600)} 

01 

02 

03 

04 

05 

06 

07 

08 

09 

10 

800 

880 

700 

450 

500 

680 

720 

930 

660 

750 

200 

280 

 100  

ð150 

ð100 

80  

120  

330 

660  

150 

  Id = 1070 

Let the assumed Mean be 600 

i.e. A = 600 

 

 

= 600 + 107 

 = 707 (Ans). 

The mean value of income is 707. Which is the same as calculated by direct method. 

Though in ungrouped data short-cut method involves more calculations, for grouped data 
this method is time saving. 

Å B.   Calculation   of   Arithmatic Mean   from discrete series 

Å (i)   Direct Method 

In discrete series, Arithmatic Mean by direct method can be calculated by multiplying 
the values of the variables by their 



respective frequencies.  The products obtained are added and this sUni total is divided by 
number of items or observations. The formula is 

 

 

 

 

Where X is Arithmetic Mean f is frequency X is variable. 

Å Steps 

1. Multiply each value of the variable by its respective 
frequency i.e. fx. 

2. Obtain the sum of the product of f.x i.e. ×fx. 

3. Divide the Ifx by total number of observations N,   Where 

N = ×f. 

Illustration 3. 

Marks of 50 students of a class are given.   Find the mean 

marks. 

Marks Secured 30 45 54 60 72 80 

No. of Students 4 10 12 8 10 6 

Solution 

Let the marks be denoted by X   and   number   of  students 

 
    Mark(X) No. of Students f f.X 

30 04 120 

45 10 450 

54 12 648 

60 08 480 

72 10 720 

       8 0 06 480 

 N = ×f=50 ×fX =2898 

 

 

{ii)   Short-Cut Method 

The mean from discrete series can also be calculated by short-cut method by taking 
an arbitrary origin. 

The formula is   X =  

Where A is the assumed mean of the series. 
d is the deviation of each item from assumed mean i.e. (XðA) N is the total number of 
observations i.e. ×f. 

Steps 

(i)  Take any value as Assumed Mean. 

(ii)  Find out the deviations of each value from assumed mean 

and denote it as d. 

(Hi)  Multiply the frequency of each value with respective deviations and find out the 
sum of the product i.e. ×fd. 



(iv)  Apply the formula to calculate Mean by short-cut-method. 

Å Illustration 

The previous illustration may also be solved by short-cut method. 

Å Solution 

Let the assumed mean be 60. So A = 60  
Marks  No. of d = (X-A)  fd 

X1 Students 

f 

i.e. (X-60) 

30 04 ð30 ð120 

45 10 ð15 ð150  ð342 

54 12 ð06 ð72 

60 8 00 00 

72 10 12 120  240 

70 6 20 120 

 ×f =50  ×fd = ð102 

 

 = 60 ð 2.04 = 57.96 (Ans.) 

C.   Arithmatic Mean from Continuous Series 

In a continuous series also the same procedure will be adopted to calculate arithmatic 
mean. Here midpoints of various class intervals will be written down to replace class 
intervals. The following methods can be adopted to calculate mean from continuous series. 

(i)  Direct Method. (ii)  Short-Cut Method. (Hi)  Step-

deviation Method. 

Å Direct Method 

Following steps are to be followed while calculating arithmatic mean from continuous 
series. 

Steps 

(i)  Obtain mid points of each class and denote it as m. (ii )  Multiply the mid-points 

by the respective frequencies 

i.e. m.f. of each item.   Get the total of m.f, i.e. ×mf. {Hi)  Apply the formula to get 

mean. 

The formula to get mean of continuous series by direct method is 

 

N where X is the mean, 

m is the mid point cf each class interval, f is the frequency °f each variable and N is 
the total number of observations i.e. ×f. 

. Illustration 



The weekly   wages    of   50 labourers are given.   Calculate the Mean. 

Weekly Wages No. of Labourers 

10ð20 5 
20ð30 7 

30- ;o 8 

40ð50 12 

50ð60 06 

60ð70 03 

70ð80 05 

80ð90 02 

90ð100 02 

 

 

 

 

 

 

 

Å Solution  

Weekly Wages 
   

Mid Point (m) No. of (f) 
Labourers 

m.f. 

10ð20 

20ð30 

 30ð40 

40ð50  

50ð60 

 60ð70 

70ð80  

80ð90     

90ð100 

15 

25 

35 

45 

55 

65 

75 

85 

95 

05 

07 

08 

12 

06 

03 

05 

02 

02 

75 

175 

280 

540 

330 

195 

375 

170 

190 

  ×f = 50 ×mf= 2330 

Arithmatic Mean 

 

 

 

(ii)    Short-Cut Method 

In case of short-cut method in continuous series,   the formula used is 

 

      Where X is the arithmatic mean. 

A is the assumed mean, f "represents frequency, dm denotes deviations of mid-values 
from assumed mean, i.e. (mðA) and N the total is number of observations. 

Steps 

(i)  Obtain the mid point of each class interval and are denoted by m. 



iii)  Take one assumed mean. (iii)  Find the deviations of respective mid-points from 

the 

        assumed mean and denote it as dm = (mðA). 

 (iv)  Multiply respective frequencies of each class with its dm and obtain ×fdm. 

(v) Put the formula to obtain mean.  

Å Illustration 

Calculate the arithmatic mean by using the short-cut method of previous illustration. 
Weekly 

Wages (X) 
No. of 

Labourer
s 

f 

Mid Point 
(m) 

dm(mðA) 
i.e. 
(Mð55) 

fdm 

10ð20 

 20ð30 

30ð40 

 40ð50  

50ð60 

 60ð70  

70ð80  

80ð90 

90ð100 

-ðð  ------  

05 

07 

08 

12 

06 

03 

05 

02 

02 

15 

25 

35 

45 

55 

65 

75 

85 

95 

ð40 

ð30 

ð20 

ð10  

0  

10  

20  

30  

40 

ð200 ð

210  

ð160  

ð120     

 0  

30  

100 

 60 

 80 

 N = ×f =50   -420 

Mean of the above series can be calculated by the formula. 

 

 

Substituting the values in the above formula, we get 

 

 

 (iii )   Step Deviation Method 

Mean from continuous series can also be calculated by step deviation formula, i.e. 

 

Where   A = Assumed Mean 
f   = frequency 
dô= (m ðA)  
                     

C 
N   =    total number of observations.  
m   =    mid-point of each class interval.  
C    =     Class interval. 

Å Illustration 

The same illustration can also be solved by step deviation method. 

Å Solution 

Let the Assumed mean be 55 in this example.  



Weekly 
Wages 

No. of Labourers Mid 
Point 

d(m-A) 
=(mð55) 

               fdt'  

(X) f (m)   

10ð20 05 15 ð40 ð4 ð20 
20ð30 07 25 ð30  ____ .3 ð21 

30ð40 08 35 ð20 ð2 ð16 

40ð50 12 45 ð10 ð1 ð12 

50ð60 06 55 0 0 0 

60ð70 03 65 10 1 4 
70ð80 05 75 20 2 10 

80ð90 02 85 30 3 04 

90ð100 02 95 40 4       

08  N = 50    ×fdô=-

42  

 

 
 

 

 

Out of above three methods of calculation of mean from continuous series, the step 
deviation method is the most widely used method, but where class intervals are unequal, this 
method can not be used. 

Å Calculation of Arithmatic mean from Open 
Ended Classes 

Open ended classes are those in which lower limit of the first class and upper limit of the 
last class are not given. In such a series arithmatic mean can be calculated by making 
the assumption about unknown limits. 

Å Illustration 

Monthly income of 25 households are given below.   Find out the Arithmatic Mean. 
Solution 

Monthly  
income (in Rs.) 

(X) 

No. of 

Households 

0ð100 

100ð200 

200ð300 

300ð400 

above 400 

03 

02 

05 

07 

08 

In the above example, the lower limit of the first class and upper limit of the last class are 
missing. Arithmatic mean cannot calculated without making assumptions about unknown 
In

its. Here we can assume lower limit of first class 0 and upper limit of the last class 500. 
Then mean can be calculated  

Monthly  
income (in Rs.) 

(X) 

Mid Point  

(M) 

f f.m 



0ð100 

100ð200 

200ð300 

300ð400 

400ð500 

50 

150 

250 

350 

450 . 

03 

02 

05 

07 

08 

150 

300 

1250 

2450 

3600 

  N = 35 ×fm - 9950 

 

 

 

 

Merits of Arithmatic Mean  

 

Arithmatic mean is the most popular, type of average.   Its merits are : 

(i) It is the simplest average to understand and it is also easy to calculate. 

(ii)  It is based on each and every item of the series.  

(ii i)  Its value is always definite because it is rigidly defined by a formula.   So everyone 

who computes the arithmetic mean gets the same answer.  

(iv) It is capable of further algebraic treatment as it is defined by a rigid formula. (v)  It has 

got sampling stability.   The value of arithmetic mean does not vary so largely when 

different samples are taken from the same population. 

(vi) It can be calculated even when the whole of the series is not given and only 
some values are given.  

(vii) (vii)  It is the average which balances the values on either side of it. 

 

Demerits of Arithmatic Mean  

 

(i) Since arithmatic mean is based on each and every iten
1 

of the series, extreme or 
abnormal (very small and very large) items of the series unduly affect its value. F°

r 

example, in a group, three students have secured 30, 40, 35 marks and 4th 
student has secured 95 marks, the average of groups is  

But this figure is not the true representative of the group. Only single very large item 
i.e. 95 has considerably inflated the average figure. 

(ii) Arithmatic mean of a series can be calculated only if all the items of the series are 
given because it is based on all items. In a series of 100 items, if 99 items are given 
but one item is missing, then also the arithmatic mean can not be calculated. 

(Hi) In case of open ended classes, arithmatic mean can not be calculated without 
making assumptions regarding unknown limits. Sometimes assumption regarding 
unknown limits may give faulty conclusion. However it is not the case with median 
and mode. 

(iv) Though arithmatic mean is easy to understand, in a relative sense it is time 
consuming. Unlike the cases of mode and median, it can't be known by mere 
observation. 

(v) Sometimes the arithmatic mean gives absurd results. For example, if we are 
studying the average size of tribal households in a village, by using arithmatic mean 
we may get 5.6. This seems absurd as persons can't be divided into fractions. 



(vi) It is useful in case of normal distribution only but in other distributions it may not 
give the correct result. 

(vii) Arithmatic mean does not consider the distribution of the series. It may give some 
value in two differently distributed series. For example, marks of two tutorial groups 
of students may be given. 

Group A Group B 

40 

45 

50 

55 

60 

90 

40 

30 

25 

65 
× X A=250 X×B = 250 

 

In the above two groups though mean marks are the same, i.e. 50, these groups are 

entirely different so far as their distribution is concerned. 

So we can say that although arithmatic mean is most popular and widely used, 
nevertheless it should be used cautiously in order to avoid errorneous result. 

 

Weighted Arithmatic Mean 

 

The simple arithmatic mean gives equal weightage to all the items but usually all items 
don't have equal importance in the series, some may be more important and some may be 
less important. In that case simple arithmatic average will not fulfill the very purpose of the 
average i.e. it will not give a value which will truely represent the series. In that case an 
average is required which will give more importance to the important items and lesser 
importance to less important items, so that a true representative of the series can be find 
out. The weighted average can fulfill the requirement. As the name suggests weighted 
mean gives different weights to different items as per their importance in the series. 
Weighted mean can be calculated by both direct and short-cut method.  The formulae are : 

(i)   For direct method 

 

 

Where Xw is weighted mean. 

X represents the variable items 

W represents weights of each variable W:, W2 , W3 .... etc. 

 

Steps to Calculate 

 

1. Obtain the product of each variable and corresponding 
weights i.e.  WX and find out sum of the product i.e. 
×WX. 

2. Divide the total product by sum of weights. 

In case of grouped data (i) Direct Method  

 



 

Where /X is the product of each variable with its frequency. 

Steps 

1. Find out product of each value and its frequency i.e. /X. 

2. Multiply each  of the product with its corresponding 
weight i.e. W(/X) of each item and obtain ×W(/X). 

3. Apply the formula. 

Å (it)   Short-Cut Method 

(a)   Individual series 

 

 

Where Aw is Assumed mean, dx is deviation of each value from assumed mean. 

W is weight of each variable. 

(6)   In case of grouped data the formula is : 

 

Steps 

(i)  Take a value as assumed mean A. 

(ii)  Obtain the deviations of each value from assumed mean and denote it d. 

{Hi) Multiply the deviation of each item with it's weight and obtain end. In case of 
grouped data first obtain the product of deviation and corresponding frequency then 
multiply each of the product with its weight. 

(iv)  Apply the formula. 

In case of weighted average the important problem is selection of weights. Weights can 
either be actual or be estimated. If weights are actual, there is no problem at all but when 
weights are, to be estimated the researcher has to be very careful while assigning the weight. 

Illustration  

From the survey of income of a company following data are collected. Find out weighted 
mean by using both direct and short-cut method and compare it with simple mean. 

 

Designation/Cadre Monthly Salary  Strength of 
Cadre 

Managers 

Deputy-Managers 

Supervisors 

Workers 

3,000 

2,000 

1,500 

700 

5 

10 

30 

50 

Solution 

In case of simple arithmatic mean the strength of cadre will not be considered rather mean 
will be calculated by giving equal importance to all cadre whereas in weighted mean it will 
give more importance to most important items and lesser importance to less important items 
according to its strength. 

Å Direct Method 



  

Designation Monthly 
salary (X) 

Strength 
of Cadre 

(W) 

(WX) 

Manager 

Deputy-Manager 

Supervisor 

Labourer 

3,000 

2,000 

1,500 

700 

5 

10 

30 

50 

15,000 

20,000 

45,000 

35,000 

 ×X= 7,200 ×W-95 ×WX= 

1,15,000 

 

 

 

Short-Cut Method 

 

Let the Assumed mean Aw be 2,000 

 Monthl

y 

 Strength  

Designation income Deviatio

n 

of Cadre Vtdx 
 (X)  (W)  

Manager 3,000 1,000 5 5,000 

Deputy-Manager 2,000 0 10 0 

Supervisor 100 ð500 30 ð15,000 

Worker 700 ð1,300 50 ð65,000 

   ×Wdx ð75,000 

 

 

 

Å When to Use Weighted Arithmatic Average 

Weighted arithmatic average gives a fair and unbiased measure of central tendency. 
Though simple arithmatic mean is usually used but there are certain case where weighted 
average should be used.  These are : 

(i)  When importance of all items in a distribution is not equal. 

(ii)  When the classes  of the same group contain widely varying frequencies. 

(Hi)  Where there is a change either in the proportion of values of items or in the proportion 
of their frequencies. 

(iv)  When average will be calculated from a series of ratios, percentages and rates etc. 

(v)  When average is calculated from the components of the series. 

Å GEOMETRIC MEAN  

Geometric mean is the nth root of the product of 'n' number of items of a series. If there 
are two items, geometric mean is the square root of the product of those 2 items.   Similarly if 
there 



are 3 items geometric mean is the cube root of the product of those items and so on. It is generally 
used in higher statistical analysis. 

Symbolically Geometric mean is 

 

 

Where, G.M stands for Geometric Mean. 

n is number of items and X stands for values of variables. 

Suppose the Marks of 2 students are 50, 40. The geometric mean will be square root of 80, 50 

i.e.  

 

 

If number of items are more than two, calculation of square root becomes very difficult. In such 
cases calculations have to be done with help of logs. 

In terms of logs, Geometric Mean is 

 

 

Steps 

1. Find log of each item. 

2. Find out sum of logs of all values of variables. 

3. Divide the total by number of items. 

4. Find the antilog of the value obtained in step 3. 

Å Illustration 

Calculate simple geometric mean from following items.  

131 143 125 170 185 

Solution  

Variables Logarithms 

131 

143 

125 

170 

185 

2.1173 

2.1553 

2.0969 

2.2304 

2.2672 

N = 5 XlogX-10.8671 

 

 

 

Å Merits of Geometric Mean 

(i)  It is rigidly defined. (ii)  It is based on all items of a series. 

(Hi)  Further   algebraic   treatment  is   possible   in   case   of geometric mean. 



(iu)  It has sampling stability. 

^ Demerits 

(i)  It is difficult to calculate 

(ii)  If one value in the series is 0 then geometric mean of the series will also be zero.   In 
that case this average will give absurd result. (Hi)  It gives equal weight to all values. 

* HARMONIC MEAN  

Harmonic Mean is defined as reciprocal of arithmetic mean  the reciprocal of individual 
observations. Symbolically harmonic Mean is 

 

 

Where, N is number of observations  

X represents variable. 

Steps 

(i)  Find the reciprocal values of all items of the series. (ii)   Find out sum of those 

reciprocal values. {Hi)  Apply the formula to get harmonic mean. Harmonic  mean   can  

also  be  calculated  in   discrete   and continuous series.   But use of harmonic mean is quite 

restricted. 

Å Illustration 

Calculate the Harmonic Mean of the following values. 

20 250 15 300 5 150 100 

Å Solution  

Values (X) Reciprocal Values (1/X) 

20 1/20 = 0.05 
250 1/250 = 0.004 

15 1/15 = 0.06 

300 1/300 = 0.003 

5 1/5 = 0.2 

150 1/150 = 0.006 

100 1/100 = 0.01 

X = 7 ×1/x = 0.333 

 

 

 

Merits 

(i)  It is rigidly defined and its value is precise. (ii)  It is based on all 

observations. (Hi)   It is capable of further algebraic treatment. (iv)  It has 

sampling stability. 

Å Demerits 



(i)  It is difficult to understand and calculate. (ii)  Harmonic mean gives more 
weightage to small items. 

1.2.2 :MEDIAN 

By definition median refers to the middle item of the series which is arranged either in 
ascending on descending order. The median divides the series into two equal parts. One part 
contains the values less than the median value, other part contains the values more than the 
median value. Unlike arithmatic mean which is calculated from the value of every item in 
the series median is a positional measure. The term positions means place of the item. For 
example if here are 9 items in the series, the median is the 5th item of the series. Suppose a 
series consists of 5 items and these are 30, 50, 60, 80, and 90. In this series, median is 60 
and in another series the items are 01, 10, 60, 65, 70. Here also the median is 60. In case of 
arithmatic mean, change in one item, changes the average value, where as in case of median 
if items other than central value change the median will not change. Thus median is the 
positional measure. In case of series having even no. of items, there is no exact item in the 
middle item. In such cases, median is arbitrarily taken as half way between 2 middle items. 
Suppose there are 20 items in a series, the median is 10.5th i.e. average of 10th and 11th 
item. So when no. of items N is even, median is a derived value. 

 

Å Calculation      of      median      :      (Individual Observations) 

Steps 

1. Arrange the data in ascending or descending order of 
magnitude. 

2. In a series of odd number of values, the median will be          th item. 

So in odd number series, add 1 to N and divide by 2. 

In a series composed of even no. of items, median can be estimated by finding arithmatic 
mean of middle two values i.e. adding two values in the middle and dividing by two.   Here 
also 

median = size of           th item. 

Illustration 1.  

In an I.Q Test, 7 students got scores like 45, 30, 50, 65, 55, 80 and 70.   Find the median value. 

Å Solution  

Serial No. Data in ascending order 

01 30 

02 45 

03 50 

04 55 

05 65 

06 70 

07 80 

 

Median is size of         th item. i.e.            th item i.e. 4th item. 

In the above series, size of 4th item is 55.   So median is 55. 

(Ans) 

Å Illustration 2. 

In an another I.Q. test 10 students secured scores like 30, 52, 54, 40, 60, 85, 65, 56, 70, 35.   
Find the median.  



Å Solution  

Serial No. Data in ascending order 

01 30 

02 35 

03 40 

04 52 

05 54 

06 56 

07 60 

08 65 

09 70 

10 85 

 

So median is size of           th item. 

 

 

 

 

Å (B)   Computation of Median (Discrete Series) 

Steps 

1. Arrange the data in ascending or descending order of 
magnitude. 

2. Find out cumulative frequencies. 

         3. Calculate                   . Now   in   the   cumulative   frequency column find out the cumulative 

frequency either equal to               or higher than that.   The value corresponding to that cumulative 

frequency is median. 

Å Illustration  

In a survey the researcher gets the following data.   Find out Median.  

Income (in Rs.) No. of Persons 

1100 2 

800 7 

1500 5 

2500 10 

2200 12 

3000 6 

4000 3 

3800 5 

4500 1 

         1000 5 

 N = 56 



 

Solution  

Income in 
ascending order 

No. of Persons Cumulative 
frequency 

800 7 7 
1000 5 12 

1100 2 14 

1500 5 19 

2200 12 31 

2500 10 41 

3000 6 47 

3800 5 52 

4000 3 55 

4500 1 56 

N + 1    56+1 

2 -2 

Size of 28.5th item is 2200 (Ans.) 

Å C.   Computation of Median (Continuous series) 

Steps 

1. Arrange the data in ascending or descending order. 

2. Calculate cumulative frequency of each class. 

3. Determine the class where value of median lies.   Median 
class is that class where N^th item lies. 

4. After   ascertaining  the   Median   Class,   the   following 
formula can be used to find out exact value of median. 

 
 
 
Where   L = Lower limit of Median Class. 

C.f - Cumulative frequency of the class preceeding the Median Class. 
f   = Simple frequency of Median Class.  
i    = Class interval of Median Class. 

Illustration 

A researcher collected the following data on weekly wage of 45 workers of a company.   
Find the Median. 

Weekly Wages No. of Workers 

0ð50 3 

50ð100 5 

100ð150 2 

150ð200 7 

200ð250 3 

250ð300 9 

300ð350 1 

350ð400 5 

400ð450 4 

450ð500 6 

 N = 45 

-28.5 



Å Solution  

Wages No. of Workers C.f 

0ð50 3 3 

50ð100 5 8 

100ð150 2 10 

150ð200 7 17 

200ð250 3 20 

250ð300 9 29 

300ð350 1 30 

350ð400 5 35 

400ð450 4 39 

450ð500 6 45 

 N = 45  

Median class is that class where N/2th item lies 

N/2 = 45/2 = 22.5  

So median class is 250ð300 

 

 

 

 Merits of Median  

1. It is rigidly defined which satisfies the most important 
requirement of good average. 

2. It is easy to locate and easy to understand without any 
difficulty. 

3. It is not affected by magnitude of extreme deviations. 

4. It is very useful in open ended classes. 

5. It is very useful in skewed distribution. 

6. While    dealing    qualitative    data    median    is    most 
appropriate average to use. 

7. Median can also be determined graphically. 

Å Demerits 

1. When there are wide variations in a series, the median may not be a good 
representative. 

2. It is not suitable for further algebraic treatment. 

3. Calculation of Median necessitates arrangement of data whereas other averages do 
not require.   In case of large number of items, arrangement of data is quite tedious. 

4. It is affected by sampling fluctuations than arithmetic mean. 

5. Median is more likely to be affected by the fluctuations of sampling than the 

arithmatic average. 

Å Use of Median 

Median is useful in the open-ended distributions. It is used in social phenomenon and 
also in abstract phenomenon where mathematical expression is difficult. 

Å Other Related Positional Measures 



Besides median, there are other measures which divide a series into equal parts like, 
quartile, deciles and percentiles. 

The values which divide the given series into 4 equal parts are known as quartiles. There 
are 3 quartiles the first quartile (Q1) also known as lower quartile covers 25% items of the 
series and 75% items have values are equal to the value of median. It covers 50% of items. In 
a series 50% of items have values less than Q2 and 50% of items have values more than Q2. 
Q3 is third or upper quartile which covers first 75% of items. Only 25% of items of a series 
have values more than Q3. 

Å Computation of Quartiles 

The procedure for calculation of quartile is same as that of median. In ungrouped data 
whereas in grouped data we add 1 to N whereas in continuous series we donot add 1 to N. 

Å Formulae 

Q1 is size of      th item in ungrouped data and Q is size of N/4th item in continuous series. 

 

 

Q2 is size of           item in ungrouped series and N/2th item in continuous series. 

Q3 is size of                            item in individual and descrete series 

   And is Q3 is size of                   in continuous series. 11 
 

Illustration  

Calculate the value of Q1 and Q3 quartiles from the following data. 

Interval f 

0ð5 2 
5ð10 3 

10ð15 5 

15ð20 7 

20ð25 1 

25ð30 4 

__               30ð35 4 

 N = 26 

Solution 

Interval f C.f 

0ð5 2 2 

5ð10 3 5 
10ð15 5 10 

15ð20 7 17 

20ð25 1 18 

25ð30 4 22 

30    35 4 26 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

Similarly Deciles and percentiles are other Partion Values. Peciles are the values which divide the 
series into two equal parts. Obviously there are 9 Deciles. These are denoted as p D2 , D3 ... D9. 
These can also be calculate  d as that of Median and quartiles.   For example 

D1 is size of N/l0th item in continuous series. 

 

D4 is the size of             item in continuous series. 

 

D8 is the size of             item in continuous series. 

 

Percentiles are the values which divide the distribution into 100 equal parts. There are 99 

percentiles. These are denoted as the value P1, p2ép99.The Values of P50 is equal to Median Value 

as it lies at the middle of series. These percentiles can also be calculated as that of other partition 

values.   For example. 

P1 is size of                   th item in individual and descrete series. 

Whereas in continuous series P1 is size of           item. 
 

Similarly, P35 is size of                   item in individual and   descrete series and in continuous 

series P35 is  

 

               th item and so on. 

 

 

1.2.3:MODE 

Mode is the most common item of the series. The mode or nwdal value is that value in the 
distribution which occurs the largest number of times. It is the value which occurs more 
frequently. 

According   to   Croxton   and   Cowden,   "The   mode   of  the is the value at the 
point around which the items to be most heavily concentrated." 'stri 



The word mode is derived from the french word (la mode) 
lc
h mean a popular 

phenomenon, mode is thus a most popular 
ni
 in the series.   It is the value which has the 

greatest frequency 
Sl

ty in its immediate neighbourhood.   It is the most typical Lshionable 
value in the series.   It is the value around which concentrate heavily in the series 
Diagramatically,. 

 

 

 

 

 

 

 

 

 

 

 

Å Computation of Mode 

Though calculation of precise value of mode is not easy, however there are several elementary 
methods for calculation of mode. 

Å Calculation of Mode 

A. Individual series/observations. In the individual series the mode can be calculated by 
counting the number of times, the various values repeat themselves and the value which occurs for 
maximum number of times is the modal value. 

Å Illustration 

Calculate the mode from the following data regarding the marks of 10 students. 

SI. No. Marks Obtained 

01 30 

2 22 

3 24 

4 45 

5 30 

6 55 

7 70 

8 45 

9 45 

10 75 

 

Solutions: 

Marks Number of times it occurs 

22 01 
24 .01 

30 02 

45 03 

55 01 

70 01 

75 01 

 N = 10 

The number 45 occurs for the largest number of times. So 45 is the mode of the above series.  



Å B.   Calculation of Mode (Discrete Series) 

In case of discrete series mode can be computed by seer observation as here data is already 
grouped. In this series the value which has highest frequency can be known as mode. But sometimes 
the mode determined by inspection may not give right picture especially in those cases where 
frequency preceeding or succeeding modal frequency vary only by small magnitude. In those cases 
mode can be determined by grouping table. 

Å Illustration 

Monthly income of 50 employees of a factory is given.   Find out mode. 
 

Monthly Income No. of Employees 

1000 2 
2000 5 

3000 4 

4000 7 

5000 06 

6000 15 

7000 03 

8000 03 

9000 04 

           10000 01 

 N = 50 

Solution 

Monthly Income No. of Employees 

1000 02 
2000 05 

3000 04 

4000 07 

5000 06 

6000 15 

7000 03 

8000 03 

9000 04 

10000 01 

 N = 50 

 

In the above exercise, mode can be determined by seer inspection. 

  

There are maximum of 15 employees who get Rs. 6000 as monthly income. The item 6000 has 

highest frequency and items preceeding/succeeding 6000 has very insignificant frequency. So 

here mode is 6000 (Ans.) 

Å Solution by grouping table 
In the process of computation of mode, inspection method will give errorneous result where 

the difference between the maximum frequency and frequency preceeding it or succeeding it is 
very small. In such cases grouping table can be used to compute mode. 

Steps 

1. Arrange the values of ascending/descending order frequencies of each value are to 

be written down again corresponding values. 
2. Add the frequencies in two's and total will be w: down in lines between values 

added.  This can be in two ways, first add frequencies of values 1 &2 and 3 & 4  
5&6 etc. secondly add frequencies of values 1 &2 and 3 & 4  5&6 etc 3. Add the 



frequencies in three's and values written down in lines between values added be 
done in 3 ways.  

               (i) Add the frequencies of item number 1,2&3,   etc 

(ii) Add the frequencies of item number 2,3&4, 5,6&7 etc.  

(ii) Lastly frequencies of item number 3,4 &5,6,7&8 should be added. If necessary 

frequencies will be added in four's and five's also. 

4.  After this the size of item containing maximum frequency is called as mode. 

Illustration  

Data regarding height of 135 adults of a tribal community has been collected and given 
below.  

Height (in inches) Number of Persons 

130 10 
135 15 
140 17 
145 18 
150 20 
155 21 
160 15 
165 10 
170 5 
175 4 

 N = 135 

Solution : 

 

 

 

 

 

 

 

Analysis Table 

    Height  

   in inches 

Col No.  

130 135 140 145 150 155 160 165 170 175 

1     1      

2     1 1     

3    1 1      

4    1 1 1     

5     1 1 1    



6      1 1 1   

    2 5 4 2 1    

From the analysis table we can conclude that 150 has occurred for maximum number of 
times so mode is 150.  

 

 

Ans. 

Å (c)   Continuous Series 

In continuous series mode can be determined by the following steps : 

(i ) Arrange the data in ascending or descending order.  

(ii )  Determine the modal class either by inspection method or by grouping table 

method.  

        (iii)  Determine the mode by applying the following formula. 

 

 

 

 

 

 

 

Where L is the lower limit of modal class. 

fx = Frequency of modal class 

f2 = Frequency of pre-modal class 

f2 = Frequency of post-modal class 

i = class interval of modal class 

While applying the formulae, it is necessary to see the class intervals uniform throughout 
if they are not uniform the first step is to make those uniform. Again when there are two 
or mOre values having the same maximum frequency, mode is said t0 be ill defined, such a 
series is also known as bimodal or multimodal distribution. In that case mode can be 
ascertained by the following formula 

Mode = 3 Median ð 2 Mean. 

Å Illustration 

Find the mode of the following distribution. 

Marks  No. of students 

0ð10 01 

10ð20 03 

20ð30 05 

30ð40 04 

40ð50 07 



50ð60 10 
60ð70 15 
70ð80 08 
80ð90 05 
90ð100 02 

 N = 40 
 

Class Internal  Marks No. of students 

0ð10 01 
10ð20 03 

20ð30 05 

30ð40 04 

40ð50. 07 

50ð60 00 

60-70 15 

70-80 08 

80-90 05 

90-100 02 

By inspection we can say, the modal class of above series  has 60ð70 because this series has 
highest frequency. 

First Formula  

 

 

 

 

 

 

 

 

 

 

 

Merits of Mode  

Modp has the following merits : 

(t) It is simple to determine without much mathematical calculation. In individual and even in 
discrete series mode can be determined by mere inspection method also. 

(ii)  It is commonly understood. 

(iii)  It is not affected by the values of extreme items. (ii;)  Mode can be determined in open-

ended class without ascertaining the class limits. 

(v) Value of mode can also be determined graphically. (vi)  It can be used to describe qualitative 

phenomenone also. Ex : Opinion poll regarding demand for various products. 

Å Demerits 



1. Mode does ot consider all observations of the series. 

2. Value of mode cannot always be determined accurately. It is so especially in bimodal and 
multimodal series. 

3. It is  not capable  of further  algebaric treatment   for example if mode of two or more 
series given we cannot calculate combined mode. 

4. It is not rigidly defined.   It is the most unstable average- 

5. It's use is limited.   In case of multimodal series, mode can not be a good representative. 

Å Use 

Mode is used when most typical/common value of distribution is required. It is useful in highly 
secured or non-normal distributions. 

1.3 : MEASURES OF DISPERSION 

In the chapter of "Measures of Central Tendency" we have discussed the necessity of one single 
value called as "Average . Though the average represents whole series of data, it has its own 
limitations. It can represent the whole lot of data "as best as a single figure can." No doubt averages 
have very great utility in research analysis, but they are not adequate enough to describe a set of 
observations, unless all observations are same. There may be many sets of observations whose 
averages may be same, 

but those series differ in hundred ways. So there is necessity of further statistical analysis to know the 
characteristics of the series. Measure of variability helps in this regard. An average will be more 
meaningful and more accurate if it is studied in light of measures of dispersion or variation. Let us 
explain it in the following example. The following table shows the daily income of a worker of 3 
factories A,B,C.  

Days Wage of Wage of Wage of 

Worker of A  Worker of B  Worker of C 

Monday 100 110 65 

Tuesday 100 100 135 

Wednesday 100 90 90 

Thursday 100 105 100 

Friday 100 110 130 

Saturday 100 85 80 

Total 600 600 600 

Average 100 100 100 

In the above table the average wage of worker of all factories are same. Since arithmetic mean of 
wage of all three factories are same. One is likely to conclude that the weekly salary pattern of all 
factories are same. But after close examination, one can know there is wide variability among all the 
series. There is uniformity in the wage pattern of factory 'A'. All the items are perfectly represented by 
mean, i.e. none of the items deviate from arithmetic mean. So there is zero variation/dispersion among 
the items of factory A. In case of factory 'B', only one item is perfectly represented by arithmetic mean, 
i.e. salary on Tuesday, where as salary on other 5 days vary from arithmetic mean, but the variation 
is very small as compared to salary pattern of factory 'C. 'C's Income pattern is extremely irratic and 
uncertain. So we can conclude that only arithmetic mean is insufficient to explain the characteristic of 
the series. In order to have correct analysis of data we also have to find a measure of variability i.e. 
degree of deviation from central tendency. This measure is called as measure of dispersion or 
measure of variability. 

 

Å Definitions of Measure of Dispersion 

Some important definitions are given below : 
1. A.L. Bowley has defined "dispersion as" the measure of 

the variation of the items." 



2. According to Spiegel, "The degree to which numerical data 
tend to spread about an average value is called the variation of 
dispersion of the data." 

From the above definitions, it is clear that dispersion is degree of variation of the items from some 
average. In the study of dispersion, we have to average deviations of the values of various items, from 
their average. The measures of central tendency are known as averages of first order, whereas 
measures of dispersion are known as averages of second order as in calculation of dispersion we 
average the values derived by the use of the averages of first order. 

Å Significance of Measures of Dispersion/ Variability 

(i) It determines the reliability of an average. Measures of dispersion makes us able to know 
whether an average is really representative of the series. If the dispersion in the series is 
very large, the average may not be a good representative of the series and if it is small, the 
average may be a good representative. 

(ii) It helps to make comparative study of two or more series with regard to variability. Study of 
dispersion helps to determine uniformity or consistency of two or more series. High degree of 
variation means inconsistency and low degree of variation means uniformity in consistency. 

(Hi) It enables to control variability. Study of dispersion helps to know the cause of variability and 
also enables to take control measures. 

(iii ) It facilitates further statistical analysis. Measures of dispersion act as 
a basis for analysis of correlation, hypothesis testing etc.  

 

if Features of Good Measures of Variability 

A good measure of variation should have following features : (i) It should be simple to understand 

and easy to compute. (ii)  It should be rigidly defined. 

(Hi)  It   should   have   the   capability   of  further   algebraic treatment. 

(to)  It should be based on each item of the series. (v)  It should have sampling 

stability. 

Å Types of Measures of Dispersion 

The following measures of dispersion are commonly used. 

1. Range 

2. Inter-Quartile Range. 

3. Semi-Inter Quartile Range/Quartile Deviation 

4. Mean Deviation or Average Deviation. 

5. Standard Deviation. 

1. The first three measures are known as methods of limits. Average deviation and standard 

deviation are known as methods of deviation. 

 

 

1 .3 .1  :STANDARD DEVIATION  

 

The concept of standard deviation was first used by Karl Person in  1823.  It is the most 
commonly used measure  of dispersion. It satisfies most of the characteristics of good measure 
of dispersion. It is free from the major defects suffered by the earlier three methods. In case 
of Mean deviation the greatest defect is it ignores the signs. This draw back is removed in 
calculation of standard deviation. In case of standard deviation, it squares the figures to do 
away with algebraic signs. Standard deviation is the square root of arithmetic average of the 



squares of the deviations measured from mean. It is also known as square root mean deviation, 
and it is denoted by the Greek letter a (read as sigma). 

Å Calculation of Standard Deviation 

Å Individual Series 

Standard Deviation from individual series can be calculated by using two methods. 

(a)   By taking deviation of item from actual mean. (6)   By taking deviation of 

item from assumed mean. 

Å (a) From Actual Mean 

Å Steps 

(i)   Calculate actual mean of the series. (ii)  Take deviations of each item from meam 

Ifx= (X-X). (Hi)  Square the deviations and obtain Tx 

where x = (X-X) Uv) Apply the formula i.e. 

 

 

Å Example 

The weights of 10 persons are given, find S.D. by using Mean method.  
x : 45 55 58 60 65 72 75 78 80 

Å Solution  

X x (X - X) x
2
 

45 -22 484 

55 -12 144 

58 -02 81 

60 -7 49 

65 -2 4 

72 5 25 

75 8 64 

78 11 121 

80 13 169 

82 15 225 

Ix = 670  U
2
 = 1366 

N = 10 

 

 

 

 (b) From Assumed Mean 

When the actual mean is in fractions, it becomes tedious to calculate S.D. by using actual 
mean, in that case, assumed mean method is very easy. 



When deviations are taken from assumed mean, S.D. will be computed by the following 
formula, 

 

 

 

A = Assumed Mean  

N = No. of observations 

Steps 

(i)  Take deviation of each item from assumed mean denoted it as d where d = (X-A). 
(iii)  Obtain d

2
 ×d

2
 and ×d

2 

(iii)   Apply the formula. 

Example 

Solve the previous example by using assumed mean. 

Å Solution  

Weight (X) d(X-A)  d
2
 

45 -20  400 

55 -10  100 

58 -7 -42 49 

60   25 

65 0 0 

72 7  45 

75 10  100 

78 13 62 169 

80 15  225 

82 17 J  189 

N = 10 ×d-20 ×d
2
 =1302 

Let Assumed Mean A = 65. 

 

 

 

Calculation    of Grouped Data Standard    Deviation    from 

Standard deviation from the grouped data can be calculated by the following methods. 

(a) Actual Mean Method 

(b) Assumed Mean Method 

(c) Step Deviation Method. 

Å (a) Actual Mean Method 

In order to calculate standrd deviation by actual mean method, the deviations are to be calculated 
from actual mean. The formula to be used is : 

 



 

 

 

 

Å Steps 

(t)   Calculate actual mean of the series by using direct or short-cut or step deviation method. 

{ii)  Find out deviations of each item from actual mean and denote it as x (X ~ X) 

(Hi)  Square the deviations and find x . 

(iv)  Multiply f in respect of each x
2
 to find fx

2
. 

(v)  Apply the formula. 

Å Example 

Calculate standard deviation from the following series : 

Marks   

0-10 5 
10-20 7 

20-30 6 

30-40 8 

40-50 10 

50-60 12 

60-70 14 

70-80 8 

80-90 5 

90-100 5 

 N = 80 

 Solution  

Marks Mid 
point 

m 

Frequency m.f. x = 

(X-X) 

x
2
  fx

2
 

0-10 

10-20 

5 

15 

05 

07 

25 

105 
-46 -

36 

2116 

1296 

10580 

9072 

| 20-30 25 06 150 -26 676 4056 

30-40 35 08 280 -16 256 2048 

40-50 45 10 450 -06 36 360 

50-60 55 12 660 +4 16 192 

60-70 65 14 910 14 196 2744 

70-80 75 08 600 24 576 4608 

80-90 85 05 425 34 1156 5780 

90-100 95 05 475 44 1936 9680 

   ×mf=  ×d
2
=  ×fx

2
 = 

   4080  6360 49120 

 

 

 



(b) Assumed Mean Method 

When this method is used to find out standard deviation, the following formula is used. 

 

 

Where d = (X-A) 

(X-A) A is Assumed Mean  

N is No. of observation. 

Steps 

(i)  Take  the   deviations   of each  item/midpoint from  an arbitrary average (i.e. Assumed 
Mean) and denote these as A.  

(ii)  Multiply these deviations with frequency and obtain fd. 

(ii i) Obtain the squares of the deviation and obtain fd
2
 and ×fd

2
. 

(iv) apply the formula.  

Example 

Find   S.D.   of   the   previous   example   by Assumed Mean 

Method. 

Å Solution  

Marks f m d = 
(m-A) 

fd d
2
 fd

2
 

0-10 05 5 -40 -2001  1600 8000 

10-20 07 15 -30 -210  900 6300 

20-30 06 25 -20 -120 -610 400 2400 

30-40 08 35 -10 -80-1  100 800 

40-50 10 45 0 0 0 0 

50-60 12 55 10 120"  100 1200 

60-70 14 65 20 280  400 5600 

70-80 08 75 30 240 1040 900 7200 

80-90 05 85 40    - 200  1600 8000 

90-100 05 95 50 250.  2500 12500 

 N = 80   ×fd =  ×fd
2
 =  

    480  52000 

 

 

Å  

 


